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1 Introduction
In 3GPP RAN1 #66bis meeting, the following working assumption regarding CSI feedback for CoMP was agreed [1]:
·    Standardise a common feedback/signalling framework suitable for scenarios 1-4 that can support CoMP JT, DPS and CS/CB. 
· Feedback scheme to be composed from one or more of the following, including at least one of the first 3 sub-bullets:
· feedback aggregated across multiple CSI-RS resources 
· per-CSI-RS-resource feedback with inter-CSI-RS-resource feedback
· per-CSI-RS-resource feedback
· per cell Rel-8 CRS-based feedback 
In 3GPP RAN1 #67 meeting, it was agreed that CSI feedback for CoMP uses at least per-CSI-RS-resource feedback [2]. Regarding  inter-CSI-RS-resource feedback, it was decided not to support inter-CSI-RS-resource phase indicator feedback for coherent joint transmission (JT) in Release 11, while the issue of whether specification support should be provided for aggregated CQI across CSI-RS resources in addition to per-CSI-RS-resource feedback still needs to be clarified [3]. Therefore, this contribution summarizes Samsung’s view on aggregated CQI across CSI-RS resources for DL CoMP in Release 11.
2 Discussion on Aggregated CQI
The main benefit of aggregated CQI across CSI-RS resources would be that it allows Release 11 networks to make reliable scheduling decisions whether JT is beneficial to the system performance or not. That is, if UEs report additional CQI dedicated to JT on top of per-CSI-RS-resource (per-TP) feedback, the network can accurately weigh the pros and cons of JT over the per-TP transmission in certain time and frequency resources based on the feedback information by UEs which have better knowledge of downlink channel than eNB and can also accurately reflect receiver implementation. A desirable characteristic for supporting aggregated CQI is that it should not require aggregated RI and PMI as well. The rank and the precoding can be determined based on the RI/PMI of the per-TP feedback. If aggregated RI/PMI is supported in addition to the aggregated CQI, it would be no different to configuring an additional feedback configuration in a transparent manner.
Aggregated CQI on top of per-TP feedback can be derived in various ways based on the determination of the rank for JT. One approach is to define the rank for JT such that it is is restricted to be one of the individual ranks for per-TP feedback. For example, suppose that a UE is configured with two CSI-RS resources and determines the respective ranks as r1 and r2. Then, the rank for the calculation of aggregated CQI can be defined  as either, 
· Rank of JT = minimum(r1, r2),
· Rank of JT = maximum(r1, r2).
In this approach, depending on the decision of the rank for JT, the precoding matrix for the calculation of aggregated CQI can also be assumed in various ways. If the minimum value of individual ranks is used, there would be multiple cases to down-select the columns of the precoding matrix with the smaller rank in order to compose the precoding matrix for JT. On the other hand, if the maximum value is used, specification should define how to fill up the unavailable elements of the precoding matrix for JT.
Another approach to remove the ambiguity of the rank for JT would be to restrict the rank to a fixed configurable value for UEs configured to report aggregated CQI. In other words, if a UE is configured with the feedback of aggregated CQI, individual ranks for per-TP feedback are automatically decided to a fixed value as well as the rank for JT is assumed to be the same fixed value. In this approach, one possible way to make precoding matrix for JT would be simple stacking of precoding matrices for the per-TP feedbacks. Accordingly, if this rank restriction approach is adopted, it can provide a simple solution to define rank and precoding matrix for JT. A major downside of the rank alignment approaches is that while the rank and precoding for JT for a UE with aggregate CQI can be well defined, the RI and PMI for per-TP feedback will likely be suboptimal.
If neither aggregated PMI not inter-CSI-RS phase indicator feedback are supported, then further clarification of the phase alignment is needed for aggregated CQI definition in addition to rank alignment aspect. 

We consider some possibilities below:

Aggregated CQI based on a fixed phase reference

In this case, aggregated CQI can assume fixed phase combining (e.g phase = 0) between the two CSI-RS resources, i.e the aggregated PMI is assumed to be
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, where F1, F2 are the per-TP PMIs. However, though the definition is simple, the corresponding aggregate CQI may not be optimal for the given JT channel.
Aggregated CQI based on pre-defined phase cycling

In this case, the phase is cycled through a set of pre-determined values per RB. This definition gives an estimate of “average CQI” with phase mismatch and can be a good approximation, especially if the allocation spans many RBs. Further it is also testable using DMRS, by using a transmission scheme using the same reference pre-determined cycling.

Aggregated CQI based on Open Loop Schemes (e.g transmit diversity, large delay CDD)

In the absence of reliable inter-CSI-RS phase tracking, inter-CSI-RS open loop schemes may be the most reliable for JT transmission at the eNB. For example, transmission schemes based on transmit diversity or large delay CDD can be assumed for combining precoded per-TP channels. 
3 Performance Evaluations 
In order to verify the performance gain by adopting aggregated CQI across CSI-RS resources, the cell average throughput, 5% cell-edge user throughput, and average throughput of CoMP UEs were obtained based on the agreed upon RAN1 simulation methodology including cases for
· DPS and JT with aggregated CQI

· CoMP scenario 4 with one high power RRH and four low power RRHs in one macro area
· FTP traffic model
· Clustered and uniform UE dropping (configuration 4b and 1 in TR 36.814, respectively).

The detailed simulation assumptions are listed in Appendix.

Table 1 compares the throughput performance between two CoMP schemes which are DPS only and DPS plus JT using aggregated CQI and rank restriction. In the simulation, the maximum number of cooperating TPs is restricted to 2 and a UE is categorized as a CoMP UE if the number of cooperating TPs for the UE is two. For DPS only, per-TP feedback is used such that the best RI and PMI for per-TP transmission can be reported. On the other hand, for DPS and JT with aggregated CQI, it is assumed that CoMP UEs are restricted to the rank 1 transmission and the precoder for JT is made by stacking two precoders corresponding to two PMI in per-TP feedback. The simulation results show that DPS accompanied with JT provides a marginal gain over DPS only even though it requires additional feedback overhead for the report of aggregated CQI.
Table 1. Performance comparison between DPS only and DPS+JT with aggregated CQI.

	
	Clustered UE dropping
	Uniform UE dropping

	
	Cell Avg
	5%-edge UE
	CoMP UE
	Cell Avg
	5%-edge UE
	CoMP UE

	DPS only
	2.328
	0.520
	2.229
	1.927
	0.432
	1.815

	DPS+JT with
Aggregated CQI
	2.322
(Gain = -0.24%)
	0.533
(Gain = 2.43%)
	2.303
(Gain = 3.31%)
	1.915
(Gain = -0.62%)
	0.439
(Gain = 1.56%)
	1.872
(Gain = 3.16%)


As discussed above, there are multiple ways of defining aggregated CQI. In addition, the above performance results show that aggregated CQI by the simple rank restriction method provides a marginal gain. The concept of aggregated feedback is highly attractive since the benefits of JT can be harnessed with smaller incremental feedback compared to the case where JT RI/PMI/CQI are all reported. For this reason, we think that aggregate CQI can be a useful tool in making CoMP more competitive. However, more study is needed to consider the alternatives. Therefore, it is recommended that RAN1 further study the support of aggregated CQI in terms of optimizing the rank and inter-CSI-RS precoding assumptions.
Proposal :
RAN1 should further study the support of aggregated CQI in terms of optimizing the rank and precoding assumptions.
4 Conclusion
This contribution summarizes Samsung’s view on feedback supports for downlink CoMP in Release 11. There are multiple ways of defining aggregated CQI and performance results show that aggregated CQI by the simple rank restriction provides a marginal gain. Therefore the following proposal is made:

Proposal :
· RAN1 should further study the support of aggregated CQI in terms of optimizing the rank and precoding assumptions.
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6 Appendix
	Parameter
	Values used for evaluation (Scenario 4)

	Performance metrics
	1.  Cell throughput
2.  Mean 5% user throughput
3.  Average user throughput
· Served cell throughput = total amount of data for all users / total amount of observation time / number of cells
· User throughput = amount of data (file size) / time needed to download data

	Deployment scenarios
	1. Heterogeneous network with low power RRHs within the macrocell coverage (Scenario 3) 
· transmission/reception points created by the RRHs have different cell IDs as the macro cell
· Coordination area includes:
- 1 cell with N low-power nodes

· Benchmark is non-CoMP Rel. 10 eICIC framework with the different cell ID
2. Network with low power RRHs within the macro cell coverage where the transmission/reception points created by the RRHs have the same cell IDs as the macro cell (Scenario 4)
· Coordination area includes:
- 1 cell with N low-power nodes

· Benchmark is non-CoMP Rel. 10 eICIC framework with the different cell ID

	Simulation case
	Deployment scenarios 3, 4: ITU UMa for Macro, UMi for low power node
· UMa
-  UE speed : 3km/hr

-  No outdoor in-car penetration loss
· UMi
-  Carrier Frequency : 2GHz

-  100% UE dropped outdoors
- No outdoor to indoor penetration loss

	Number of low power node per macro-cell
	From TR36.814: N = 4 (baseline) or 10(optional)
· Configuration #4b with N low power nodes per macro cell
· Configuration #1 with N low power nodes per macro cell

	High power RRH Tx power (Ptotal)
	46 dBm in 10MHz carrier

	Low power node TX power (Ptotal)
	30 dBm in 10MHz carrier

	Number of UEs per macro-cell
	Dependent on the targeted resource utilization for non-full buffer traffic

	System bandwidth
	10 MHz

	Transmission schemes in DL
	SU-MIMO (DS, DS/DB, and Rel-10 macro/pico)

	Impairments modelling
	Baseline timing error is 0us

	Network synchronization
	Synchronized

	Number of antennas at transmission point
	Macro: 2
Low power RRH: 2

	Number of antennas at UE
	2

	Antenna configuration
	For macro and low power RRH

· 2 antennas: 1 column, cross-polarized: X

Cross-polarized antenna configuration is also applied to the receiver. 

	Antenna pattern
	For macro eNB and high-power RRH: 3D as baseline
For low-power RRH: 2D as baseline

	eNB Antenna tilt
	For macro eNB and high-power RRH: 15 degrees downtilt.
For low power node: 0 degree

	Antenna gain + connector loss
	For macro eNB and high-power RRH: 17 dBi in ITU
For low power node: 5 dBi

	Feedback scheme (CQI/PMI/RI)
	Implicit feedback
PUSCH 3-2 like feedback (subband PMI/CQI report,5RB subband size) for both Rel-10 and CoMP

Feedback overhead for CoMP UEs is doubled compared to Rel-10 UEs

Feedback periodicity is 5 ms with 6 ms delay

	Channel estimation
	Non-ideal channel estimation on CSI-RS and DM-RS

Feedback scheme based on Rel. 10 RI/PMI CQI design

	UE receiver
	Mandatory: MMSE receiver model option1 in R1-11058

	DL overhead assumption
	2 OFDM symbol for PDCCH & No CRS overhead & 1 or 2ports DMRS, i.e. 36/168 DL overhead (i.e. overhead of MBSFN subframes) 

	Placing of UEs
	For heterogeneous networks, placement according to the configuration

	Traffic model
	Non-full-buffer according to Section A.2.1.3.1 in TR36.814, with the following modifications:

· Model 2 with file size of 0.5 Mbytes
· Simulations are run for various K (for model 2) that lead to covering at least the range [10 - 70]% of RU (See A.2.1.3.2) in non-CoMP SU-MIMO, and the metrics described in A.2.1.3.2 are computed for each K (for model 2) value
· The RU is computed over the entire network, i.e. the RU is the average of the RUs per transmission point

	Backhaul assumptions
	[point-to-point fiber, zero] latency and infinite capacity

Optical fiber required to perform dynamic selection

	Link adaptation
	Non-ideal (CQI adjusted based on outer-loop control relying on ACK/NACK feedback. MCS allocated based on CQI)
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