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1 Introduction

At the RAN1#68bis meeting, it was agreed that the following methods for mapping of (e)CCE/(e)REG in one PRB pair are left for further study. 
Consider how to handle mapping of (e) PDCCH in presence of other signals: 

· Possible methods:
· puncturing of REs including coded symbols 

· puncturing of REs from “(e)REG/(e)CCE” with rate matching in coding chain 

· rate matching for coding chain together with mapping “(e)REG/(e)CCE” around the other signals 

· Consider all other potentially colliding signals, including CRS, legacy control region, PSS/SSS, PBCH, PRS, CSI-RS, DM-RS 
In this contribution, we give detailed analysis and comparison of these methods and propose to use rate matching for ePDCCH mapping.
2 Discussion for (e)CCE/(e)REG mapping
Due to the overhead of the legacy control region and other signals, such as CSI-RS, PSS/SSS, PBCH, PRS and CRS, the number of available resource elements (REs) in one PRB pair for ePDCCH varies in each subframe. The range of available REs for several cases is listed in Table 1. 
Table 1. Number of available REs in one PRB pair with different CSI-RS patterns and 4 port DMRS.
	
	Normal subframe
	MBSFN subframe

	PCFICH
	2 CRS ports
	4 CRS ports
	2 CRS ports
	4 CRS ports

	0
	96-128
	80-120
	100-140
	96-136

	1
	80-120
	72-112
	92-132
	N/A

	2
	68-108
	64-104
	80-120
	80-120

	3
	56-96
	52-92
	N/A
	N/A


How to handle this varying number of REs when mapping ePDCCH should be discussed. The following three methods address this issue. 
2.1 Method 1: Puncturing of REs including coded symbols
This method assumes that the concept of legacy CCE is reused and there are 144 “available” REs (24 REs of the total 168 REs are reserved for DMRS) in one PRB pair for a normal cyclic prefix. The 144 available REs is equivalent to 4 legacy CCEs. The CCE(s) of one ePDCCH is mapped onto the corresponding available REs in one PRB pair. Due to overhead, some of these available REs become unavailable, and therefore some coded ePDCCH symbols corresponding to the unavailable REs will be punctured. The advantage of this method is that the legacy CCE concept can be reused and the size of CCE is fixed. The primary drawback of this method is the irregular removal of symbols may harm code structure. 
2.2 Method 2: Puncturing of REs from “(e)REG/(e)CCE” with rate matching in the coding chain
The available REs in one PRB pair are divided into N sets of REs with the value of N being fixed regardless of the overhead. During channel coding, rate matching is performed after accounting for the number of overhead REs. The rate-matched output is then placed onto the available REs, excluding the overhead REs.
For example, the available REs are divided into 4 CCEs each with a size of 36 REs. As shown in Figure 1, for one CCE, the REs highlighted in green are used for overhead transmission. Rate matching is based on the remaining 24 REs. 
 SHAPE  \* MERGEFORMAT 



Figure 1. Example of rate matching.
2.3 Method 3: Rate matching for coding chain together with mapping “(e)REG/(e)CCE” around other signals
The number of REs remaining after accounting for the overhead is divided into N sets of REs in a PRB pair but the value of N may be variable. Depending on the amount of overhead, the number of REs in each set may also be variable. Based on the number of REs in the set, rate matching is used after encoding. Due to UE-specific CSI-RS configuration, rate matching may be UE specific. 
For example, Figure 2 shows that 96 REs are remaining after accounting for the overhead. Assuming approximately 36 REs per eCCE, then there are three eCCEs in this subframe. 
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Figure 2. Different implementation of rate matching. 
The difference between methods 2 and 3 is that for method 2 the number of eCCE is fixed per PRB pair but the number of REs in an eCCE is less than or equal to 36 while for method 3 the number of eCCE is variable but the number of REs in an eCCE is approximately 36. In some instances, the number of eCCEs in a PRB pair and the number of REs in an eCCE are the same.
It is noted with the amount of overhead, a new high aggregation level design may be needed e.g., 12 or 16, in order to meet performance requirements for methods 1 and 2. This may increase the number of operations for ePDCCH blind detection depending on the search space design. In contrast, method 3 can use the same aggregation levels as PDCCH.
3 Performance analysis and evaluation
There will be similar performance for method 2 and method 3 when the number of available REs for the two methods is equivalent for each eCCE. Therefore, in this section, we mainly give a performance comparison between methods 1 and 3.
3.1 Code structure differences between rate matching and puncturing

After accounting for the overhead, the number of REs conveying ePDCCH content is the same for rate matching and puncturing. However, the underlying code structure is different for these methods. Figure 3 illustrates the difference in the underlying code structure for the two methods. Two figures of merit to consider are the effective code rate, which is the ratio of number of input bits into the convolutional encoder (K) to the number of channel bits (i.e., the rate matching output sequence length E), and the mother code rate, which is the ratio of K and the number of output bits from the encoder (3K). When the effective code rate is greater than the mother code rate (1/3), the decoded performance of rate matching and puncturing should be similar on average.
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Figure 3. Difference in non-transmitted bits when the effective code rate is greater than the mother code rate.

The next example, illustrated in Figure 4, is when the effective code rate is similar to the mother code rate. The decoded performance of rate matching should be better than puncturing because the underlying code structure for rate matching remains intact while for puncturing it may be disjoint. 
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Figure 4. Difference in non-transmitted bits when the effective code rate is similar to the mother code rate.

3.2 Link level performance comparison of puncturing and rate matching
A link level simulation is used to compare puncturing and rate matching when the effective code rate is greater than the mother code rate. Using the simulation assumptions described in the Appendix, the simulation results are shown in Figure 5.
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Figure 5. Performance comparison for puncturing and rate matching with effective code rate 0.4.
As expected, this simulation result shows that there is similar performance for puncturing and rate matching when the effective code rate is greater than the mother code rate.
However, there are cases where the performance with puncturing is significantly worse than rate matching. For example, consider a case with a high amount of overhead in a PRB pair and a high aggregation level (low effective code rate) is needed. With methods 1 and 2, a higher aggregation level, such as 8 or even 12 CCEs, may be needed to achieve the effective code rate. As a result, more PRBs pairs are needed with methods 1 and 2 than with method 3. In addition to the larger amount of resources needed, method 1 will suffer from having an incomplete code structure as Figure 4 illustrates. Although the repetition resulting from high aggregation levels can minimize the effects of an incomplete code structure, there is no guarantee that there will be a complete code structure with method 1. In contrast, methods 2 and 3 ensure a complete code structure.

For example, consider using an aggregation level 8 CCEs (2 PRB pairs for method 1) and the DCI payload size of 80 bits. With method 1, before puncturing, CCEs 4 to7 are a repetition of CCEs 0 to 3 due to the circular buffer based rate matching procedure. Assuming the same REs are punctured in each PRB, a link level simulation with effective code rate 0.28 is performed. The results in Figure 6 show that a performance loss of due to method 1 in comparison to method 3. 
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Figure 6. Performance comparisons of puncturing and rate matching in the special cases.
From the results, it can be seen that there will be large performance loss (about 3.5 dB) with puncturing due to having an incomplete code structure. Although this example is somewhat contrived with the choice of DCI size, it does illustrate the potential for poor performance with puncturing. While techniques such as ensuring K is odd can help method 1, there is no guarantee to avoid poor performance due to code structure.
As the example demonstrates, for low effective code rates, the performance of puncturing is generally worse than rate matching. In addition, there are circumstances in which puncturing can lead to catastrophic behavior (high decoded block error rate) even for a low effective code rate. Furthermore, given the number of DCI formats in the standard, the variability in the size of DCI formats as a function of bandwidth, and the variable number of channel bits for all combinations of overhead, there may be no guarantee of avoiding catastrophic behavior when puncturing is employed. As a result, for better and guaranteed performance, methods using rate matching are preferred.
3.3 Implementation complexity comparison of the three methods
For methods 1 and 2, in order to maintain similar effective code rates for each DCI format as PDCCH, more PRB resources will be needed to account for the overhead. In addition, there is a challenge of determining the aggregation level with a varying amount of overhead. As a result, there is an increase in the implementation complexity of the scheduler. While for method 3, if eCCE size is approximately 36, there will be almost same effective code rate and scheduling complexity as legacy PDCCH. Thereby, method 3 with similar CCE size as legacy CCE is preferred. 
4 Conclusion
In this contribution, two main methods puncturing coded signals and rate matching with variable (e)CCE size/number are analyzed and evaluated. This is the following observation:
Observation: Although there is similar performance in most cases, the performance of puncturing is worse than rate matching in some special cases
In addition, from an implementation perspective, methods 1 and 2 will potentially increase the scheduling complexity. Furthermore, a high aggregation level design is needed for these two methods. 
Based on the discussion and observations, we propose:
Rate matching with variable eCCE size/number is suggested for eCCE/ eREG mapping in the presence of other signals. 
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Appendix

Table 2. Link-level simulation assumptions.

	Parameters
	Value

	System bandwidth
	10MHz

	Antenna configuration
	2x2

	Feedback mode
	PUSCH 3-1

	Channel model
	ETU 

	Codebook for PMI reporting
	Rel-8

	Velocity [km/h]
	3

	DCI format for ePDCCH
	Format 1A with 42 bits 

	Coding chain
	Same as legacy PDCCH

	Number of OFDM symbol for legacy PDCCH
	3

	Chanel estimation
	Realistic

	CSI-RS
	Null

	Number of CRS port
	4

	DM-RS pattern
	Rel-10 (Port 7-10)
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