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1
Introduction
Dynamic point selection (DPS) has been proposed as a CoMP scheme that allows dynamic switching of a UE’s serving point for data transmission.  In principle, such switching may occur on a time scale fast enough to opportunistically exploit fluctuations of channel and/or load conditions.  However, in practice, the number of UEs that may benefit from DPS is limited to UEs that see favorable channel conditions from more than one point, which limits practically achievable gains at a system-level. 
This contribution presents detailed system-level performance results for a DPS scheme in HetNet CoMP.  Evaluations are carried out for both full buffer and bursty traffic and illustrate that DPS may show limited performance benefits at very low loads.  However, it is questionable whether gains at such low traffic loads are practically relevant.   Further, the results illustrate that it is important to compare with a properly optimized eICIC baseline in order to draw a fair comparison.  This is line with our previous observations in [1].  
This contribution is an update to [4]. 

2
Dynamic Point Selection in HetNet CoMP

The DPS scheme evaluated in this paper targets heterogeneous networks as the potential for DPS gains in such setups is higher than in homogeneous deployments.  Specifically, the considered DPS scheme focuses on UEs that are located in the range expansion area of an RRH.  In eICIC such UEs are served by picos (RRHs) in almost blank subframes (ABS) which benefits overall system performance due to cell splitting.  In the considered DPS scheme, this operation remains unchanged; however UEs in the range expansion area may also be served by the macro in non-ABS subframes.  This concept is also illustrated in Figure 1.  UEs in the range expansion area, such as UE1, continue to be served by RRHs on resource muted by the macro but may additionally be served by the macro in non-ABS subframes.  It should be noted that UEs in the cell-center region of an RRH may be served in all subframes for both DPS and eICIC. 
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Figure 1: Dynamic Point Selection for UEs in the range expansion area.

For DPS, the serving point for PDSCH transmission is determined by a centralized entity within each CoMP cluster on a per-subframe level.  This is in line with the assumption that a fiber-based backhaul is available between points in a CoMP cluster that could facilitate such operation.  
The ability to serve UEs from different points impacts fairness across the CoMP cluster and may necessitate adjustment of the resource partitioning (i.e., the number of configured ABS subframes).  In this evaluation, for simplicity, we have focused on static resource partitioning that remains fixed throughout the simulation time.  However, we have evaluated different resource partitions for each scheme such as to optimize performance.  It should be noted that in practice it is possible to adapt the resource partitioning on a semi-static basis, such as to track changes in traffic statistics. 
For ease of comparison, the performance analysis presented in this paper focuses on CoMP Scenario 3.  The considered DPS scheme conceptually applies to Scenario 4  as well but would show differences in terms of transmission point association and consequently achievable cell (“area”) splitting gain [1].  The performance figures shown in this contribution should therefore not be viewed as representative for Scenario 4. 
3
System-level performance evaluation

In this section we present system-level evaluation results for the considered DPS scheme and compare performance with eICIC.  Clustered UE dropping in line with Config. 4b [2] is considered.  Full buffer and bursty traffic are considered separately.  Additional simulation parameters are shown in the appendix. 
It is important to note that overhead assumptions between eICIC baseline and DPS CoMP are not aligned.  In contrast, we assume that eICIC operates in TM4 but that DPS CoMP operates in TM9.  While DPS CoMP may in principle also be operated with CRS based demodulation [3] (assuming available standardization support in Rel-11), the assumption of TM9 seems better aligned with current discussions in RAN1. 

3.1
Performance for full buffer traffic

Performance results for full-buffer traffic are shown in Tables 1 and 2 for 3GPP and ITU channel models, respectively.  The evaluation shows that DPS may offer modest tail gains for the 5%ile UE throughput if the overhead increase due to DM-RS is not accounted for.  However, as stated earlier, in our view it is important to account for the overhead difference and doing so, as illustrated in the tables, leads to a small performance loss with DPS. The relative performance of DPS, compared to the baseline, is quite similar for both 3GPP and ITU based channel models. 
Table 1: Performance results for full buffer traffic (3GPP channel model).  
	Scheme
	5% UE throughput [Mbps]
	Median UE throughput [Mbps]
	Average UE throughput  [Mbps]

	eICIC (TM4 overhead)
	0.817
	2.615
	3.735

	DPS (TM4 overhead)
	0.909
	+11%
	2.742
	+5%
	3.770
	+1%

	DPS (TM9 overhead)
	0.825
	+1%
	2.488
	-5%
	3.420
	-8%


Table 2: Performance results for full buffer traffic (ITU channel model).  
	Scheme
	5% UE throughput [Mbps]
	Median UE throughput [Mbps]
	Average UE throughput  [Mbps]

	eICIC (TM4 overhead)
	1.329
	4.994
	5.468

	DPS (TM4 overhead)
	1.333
	+0%
	5.031
	+1%
	5.532
	+1%

	DPS (TM9 overhead)
	1.209
	-9%
	4.564
	-9%
	5.019
	-8%


It is not surprising that DPS does not offer any performance gains for full-buffer traffic.  Ultimately, the scheme aims at opportunistically exploiting load fluctuations between transmission points.  We have therefore also performed bursty traffic evaluations to determine the potential of DPS gains in such scenarios. 

3.2
Performance for bursty traffic 

Performance results with bursty traffic are shown in Tables 3 and 4 for 3GPP and ITU channel models, respectively.  Different system loading is considered, focusing on small to moderate system load.  This choice is in line with our previous observation that DPS gain at high loads diminish as there is less potential to exploit fluctuating loads between different transmission points.  As for the full buffer evaluations, the results in Tables 3 and 4 account for different overhead between eICIC and DPS. 
From Table 3, we observe that modest DPS gains are possible at very low system load, even after taking the overhead difference into account.  However, the gain is quite limited and amounts to only 7% for 5%ile UE throughput and 2% at median.  A loss of 10% is observed on average.  Further, it is questionable whether this gain is practically relevant as at such low loads of just 10-15% the UE performance for either scheme is not an issue due to the fact that the system is largely underutilized. 

Table 3 also illustrates that the gain of DPS diminishes swiftly as load conditions increase.  The DPS loss compared to eICIC shown at higher traffic loads is partly due to the larger system overhead which may be amplified in bursty traffic scenarios.  It should also be noted that eICIC and DPS were evaluated with different resource partitions that were optimized for each scheme.  If the resource partitioning had not been separately optimized for DPS and eICIC respectively, the relative DPS performance would have appeared better.  However, this would have amounted to an unfair comparison. 
Similar observations can be drawn from Table 4 which shows the results for the ITU-based channel model. 

Table 3: Performance results for bursty traffic (3GPP deployment).
	Offered Load [Mbps]
	Scheme
	ABS ratio
	Loading
	Served throughput [Mbps]
	5% UE 
data rate 
[Mbps]
	50% UE 
data rate 
[Mbps]
	Mean UE 
data rate 
[Mbps]

	15
	eICIC
	1/2
	9%
	14.9
	7.41
	20.91
	25.80

	
	DPS
	3/8
	13%
	14.8
	7.90
	+7%
	21.36
	+2%
	23.10
	-10%

	20
	eICIC
	1/2
	13%
	19.7
	6.33
	17.84
	23.03

	
	DPS
	3/8
	20%
	20.0
	5.44
	-14%
	16.44
	-8%
	18.85
	-18%


Table 4: Performance results for bursty traffic (ITU deployment).
	Offered Load [Mbps]
	Scheme
	ABS ratio
	Loading
	Served throughput [Mbps]
	5% UE 
data rate 
[Mbps]
	50% UE 
data rate 
[Mbps]
	Mean UE 
data rate 
[Mbps]

	20
	eICIC
	5/8
	7%
	20.0
	21.57
	43.71
	45.56

	
	DPS
	3/8
	10%
	19.7
	20.26
	-6%
	39.69
	-9%
	41.30
	-9%

	30
	eICIC
	5/8
	12%
	29.7
	16.82
	35.99
	39.44

	
	DPS
	3/8
	17%
	29.7
	14.32
	-15%
	31.08
	-14%
	33.70
	-15%


4 
Conclusion

In conclusion we have presented system-level performance analysis for a DPS scheme in heterogeneous setups and arrived at the following observations: 
· Marginal DPS performance gain.  Based on our full buffer and bursty traffic results, DPS gains are limited to very low system loads and even there only moderate gains may be achieved after properly accounting for overhead.  At full buffer and higher traffic load, we were not able to achieve gain compared a properly optimized eICIC baseline. 
· Properly optimized baseline.  Our results show that it is important to compare with a properly optimized eICIC baseline, e.g., in terms of the selected resource partitioning.  In fact, different resource partitioning may be optimal in the DPS and eICIC case, respectively.  Further, it is important to account for different overhead between eICIC and CoMP.  
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A
Appendix

Table 5: Simulation assumptions. 
	Parameter
	Value
	Parameter
	Value

	Deployment
	•ITU: as in 36.819

•3GPP: 3GPP case 1
	UEs/cell
	30 (Config. 4b)

	Number of antennas
	2Tx, 2Rx
	CSI feedback
	Realistic; 5ms delay

	Transmission scheme
	SU-MIMO with rank-adaptation
	Link adaptation
	non-ideal

	Antenna downtilt
	•ITU: as in 36.819

•3GPP: 10 degrees
	Bandwidth
	10MHz

	Fast fading
	•ITU: as in 36.819

•3GPP: TU, spatially i.i.d.
	Scheduling/feedback subband size
	6RBs

	Coordination area
	Intra-cell
	Receiver
	MMSE-IRC

	Association
	18dB bias
	Overhead
	23% (TM4)
30% (TM9)
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