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1 Introduction

At RAN1#56 results for dynamic TDD traffic adaptation were presented provided in [1] for an isolated cell scenario. The assumptions in the simulations [2] are simplified but the simulations can be interpreted as upper bound results. The results showed large gains in user perceived bitrates with few users per cell, and no losses at high load. 
2 Discussion
2.1 Pico only scenario

To get a better understand how well neighboring cells need to align there configurations and the requirement on inter-cell interference mitigation and coordination in deployments multi-cell scenarios needs to be studied. A first scenario has been defined in [2]. This scenario aims to represent an outdoor pico-deployment on a separate frequency from the macro. The deployment is not planed and has hence not been optimized for pico to pico isolation, and the model provides a large probability of line-of-sight between picos. The probability to have line-of-sight to at least one other pico is around 50%.
Observation 1:  A large fraction of the picos has poor isolation. 
2.2 Modeling assumptions
According to the agreed scenario a number of parameters were left open. Modeling of fast fading has been heavily debated from a complexity point. In our simulations we have assumed ETU for all channels. This is probably not a very realistic assumption for the pico to pico channel, where further discussion is needed to agree on reasonable models. 
Observation 2: Further study on channel modeling for dynamic TDD specific channels are needed

HARQ feedback is in our simulations modeled according to [3], combining Configuration 0 for uplink and Configuration 2 for downlink. This scheme ensures at least 4 ms feedback delay and 4 ms processing delay while feedback is never transmitted in subframes that may experience cross-link interference. Control signals are assumed to be error free and are not explicitly modeled. The selected configurations ensures reasonable round-trip times but have the limitation of maximum 6 uplink and 8 downlink subframes per frame. This may have an impact in the downlink heavy scenarios where configuration 5 is not available. 
Proposal 1: Ensure realistic channel models and control channel timing in further investigations
The adaptation is done differently for fast and slow adaptation. In the slow adaptation a new TDD Configuration is selected based on the long term resource utilization in uplink and downlink respectively, measured over the adaptation period. The fast adaptation is based on buffer status information at the adaptation opportunity.  RRC signaling for reconfiguration is not modeled. 

2.3 Simulation results

Based on the agreement in [2] simulations are presented for a 0.5 MByte file size with a UL / DL traffic generation ratio of 1 to 2 and 1 to 4. Results are presented as uplink and downlink cell edge and average bitrates as a function of traffic load. We also present average resource utilization and some numbers on energy consumption based on the fraction of TTIs allocated for downlink. 
First we present the results for the 2/1 traffic ratio where it is expected that TDD configuration 1 may be used as baseline for comparison giving a good trade-of between uplink and downlink performance while Configuration 0 serves as upper bound for uplink performance and Configuration 2 for downlink.
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Figure 1
Cell-edge bitrate
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Figure 2
Mean user bitrate 
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Figure 3
Resource utilization
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Figure 4
Downlink subframe ratio 
As we can see from figure 1 and figure 2 both cell edge user bitrate and average bitrate can be substantially improved in pico cells. The benefits are smaller then in the isolated cell scenarios [1] due to inter-cell interference. We can also observe that adaptation speed have large impact on performance with performance losses on cell edge for adaptation speed of 640 ms while 200 ms shows a clear benefit and dynamic adaptation provides the best performance in both uplink and downlink. From an energy efficiency point of view the dynamic adaptation shows much better performance then the slower adaptation schemes. This is however likely due to the adaptation schemes that do not attempt to optimize for energy efficiency. The strange behaviour for Configuration 0 is due to packet drop, where the served traffic actually goes down when load increases indicating an overload scenario. 
Observation 3: For low/medium resource utilization clear benefits of traffic adaptation is visible in the given scenario for both 200 and dynamic adaptation

Observation 4: The benefit of fast adaptation is substantially higher then slow adaptation

Results for the 4/1 traffic mix are available in Appendix B, results following the same trend as for the less downlink heavy scenario; better performance with higher adaptation rate. 
It can be observed from the results that there are benefits in the given scenario even if the isolation is not always good. This points towards continue the studying also including scenarios with a macro layer on the same frequency fore feasibility. Adaptation within the macro layer however does not sound feasible. 
Proposal 2: Continue evaluations also including macro layer on same frequency
3 Conclusion
Based on the discussion and simulation results in section 2 we can find the following observations: 

Observation 1:  A large fraction of the picos has poor isolation. 
Observation 2: Further study on channel modeling for dynamic TDD specific channels are needed

Observation 3: For low/medium resource utilization clear benefits of traffic adaptation is visible in the given scenario for both 200 and dynamic adaptation

Observation 4: The benefit of fast adaptation is substantially higher then slow adaptation

Based on these observations we have the following proposals

Proposal 1: Ensure realistic channel models and control channel timing in further investigations
Proposal 2: Continue evaluations also including macro layer on same frequency
We further propose to:
Proposal 3 Capture the simulation results and observations provided in to the TR 
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5 Appendix A 
This section contains simulation assumptions for system level evaluations. The simulation assumptions are based on [2]. 

	Simulation Scenario
	Co-channel outdoor Pico-outdoor Pico cells

	Time scale for reconfiguration
	Dynamic (1-10 ms), 200 ms and 640 ms

	Scheduler
	PFTF scheduling in uplink and downlink

	Pico antenna configuration
	2Tx, 2Rx

	UE antenna configuration
	1Tx, 2Rx

	Adaptation method of UL-DL reconfiguration
	Dynamic adaptation based on expected buffer status
200 ms and 640 ms based on historic resource usage over the adaptation time

	Link adaptation
	MCS selection with 10% BLER
If the highest MCS is selected, the BLER may be less than 10%

	CSI reporting
	TM4: PUCCH 1-1, 10 ms period, MRI = 4

	Outdoor Pico DL power control
	No downlink power control

	UE UL Power control
	Open loop SINR target 10 dB, α = 0.8

	Small scaling fading channel
	ETU used for all links

	Packet drop time
	8s 

	Receiver type
	MMSE receiver

	UL modulation order
	{QPSK, 16QAM, 64QAM}

	Reference TDD configuration
	TDD UL-DL configuration 0 with ratio of DL and UL arrival rate = {2/1}                                                                           TDD UL-DL configuration 1 with ratio of DL and UL arrival rate = {2/1, 4/1}                                                                           TDD UL-DL configuration 2 with ratio of DL and UL arrival rate = {2/1, 4/1}

	HARQ modeling
	Error free feedback, HARQ timing according to section 2.3.1 in [3]

	HARQ retransmission scheme
	IR

	Simulation cases
	Case 1. All pico cells have the same UL-DL configurations
Case 2. Applying adaptive UL-DL configuration in pico cells without any interference mitigation schemes. PFTF provides adaptive mitigation by scheduling


6 Appendix B
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Figure 1
Cell-edge bitrate
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Figure 2
Mean user bitrate 
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Figure 3
Resource utilization
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Figure 4
Downlink subframe ratio 
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