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1. Introduction

In RAN1 67 it was agreed that both distributed and localized transmissions should be supported for ePDCCH. For localized ePDCCH transmission, a common understanding is reached. That is, all REs of the localized ePDCCH should be mapped in the same or contiguous PRB pairs. However, for distributed ePDCCH transmission, different companies have different understandings on the definition of distributed ePDCCH transmission. There mainly exist two camps. In the first one, a distributed ePDCCH can always enjoy high frequency diversity order whenever possible regardless of its aggregation level [1-2].  In the second one, a distributed ePDCCH is constructed from aggregation level one localized CCE and its frequency diversity order cannot be higher than its aggregation level [3]. In this contribution, we discuss the two options of distributed ePDCCH from several angles.
2. Comparison of distributed ePDCCH transmissions
In the past ePDCCH discussions, there are generally two alternatives for distributed ePDCCH transmission:
Alt. 1) One distributed CCE is mapped to REs from multiple PRBs and one distributed ePDCCH is mapped to one or more distributed CCEs [1-2]: The frequency diversity order in this option depends on the number of PRBs one distributed CCE is mapped to. In this alternative, a distributed ePDCCH may need more CCE to RE mapping rules than the localized ePDCCH.
Alt. 2) One distributed ePDCCH is mapped to multiple localized CCEs [3]:  The diversity order of this alternative cannot be higher than the aggregation level of the ePDCCH. In particular, aggregation level one doesn’t support frequency diversity transmission. In return, the distributed ePDCCH doesn’t introduce any additional CCE to RE mapping rule other than those for the localized ePDCCH. A distributed ePDCCH becomes solely a problem of designing search space equations.
2.1. Link level performance for low aggregation levels
Both alternatives can have similar frequency diversity order for high aggregation levels. The major differences are in low aggregation levels e.g. aggregation level one and two. It is worth noticing that the low aggregation levels are used for most of the time for small DCI size. Figure 1 shows the aggregation level distribution in 3GPP case 1 using DCI 0/1A. It can be seen that aggregation level one and two cover more than 90% of the UEs when the PDCCH BLER target is 1%. Therefore, optimizing the performance for low aggregation levels is crucial for enhancing the system performance.
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Figure 1, Distribution of aggregation level 1, 2, 4, 8 for DCI 0/1A in Macro only networks, 3GPP case 1
For a low aggregation level, the major difference between the two alternatives is the achievable frequency diversity order. In Figure 2, we simulated the link level performance of distributed ePDCCH using aggregation level one and two, where the REs are mapped to different number of PRBs. It can be seen that more than 2dB gain can be obtained for aggregation level one (AGL 1) when the frequency diversity order increases from 1 to 4. For aggregation level two (AGL 2), more than 1dB gain can be obtained when the frequency diversity order increases from 2 to 4.
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Figure 2, Performance comparisons of ePDCCH with different diversity order
Observation 1): Distributing the REs of aggregation level one and two into four PRBs instead of one improves the performance by more than 2 dB. Therefore, alternative 1 is more reliable than alternative 2 for low aggregation levels. 
2.2 Differences in search space design
Two different alternatives can result in different search space design. On one hand, if alternative 1 is adopted, one distributed CCE is equivalent to a legacy CCE from the viewpoint of search space. Thus the Rel. 8 search space equations can be at least partially reused. On the other hand, if alternative 2 is adopted, only localized CCE needs to be defined for ePDCCH. The distributed ePDCCH is then constructed from multiple localized CCEs from different PRB pairs. In this case, the search space equations in Rel. 8 can’t be reused. For example, any candidate of aggregation level two can be viewed as localized ePDCCH if both of its CCE indexes are contiguous. For a distributed ePDCCH, the two CCE indexes are far apart from each other.
Observation 2): The legacy search space equations can be at least partially reused for alternative 1. However, new search space equations need to be defined for alternative 2.

2.3 Resource sharing efficiency between ePDCCH/PDSCH
As decided in RAN1 68 [5], ePDCCH and PDSCH are not permitted to coexist in the same PRB pair. This means that the ePDCCH and PDSCH can only be in different PRB pairs. Here is an example for showing how differently the two alternatives work. We assume one 10MHz system and four PRB pairs are configured as ePDCCH PRB pairs. 
For alternative 1, we map the REs of one distributed ePDCCH to all four ePDCCH PRB pairs. If the eNB transmits only one distributed ePDCCH with aggregation level one, the remaining REs in the four PRB pairs have to be blanked. It seems that the blanking wastes resources. In fact, the blanked REs are not wasted. We showed in [4] that those blanked REs can be used for interference mitigation i.e. intra-PRB ePDCCH ICIC. Furthermore, the single distributed ePDCCH with aggregation level one may be avoided in the first place. Instead of distributed ePDCCH, the eNB may use localized ePDCCH in this case for full utilization. We just require the UE always takes localized ePDCCH as a search candidate in detecting the DCIs. This essentially allows the eNB switch to alternative 2. Therefore, the eNB can use one PRB pair to send the ePDCCH whose DCI schedules the rest three ePDCCH PRB pairs as PDSCH.
For alternative 2, though the eNB initially configured four PRB pairs as ePDCCH PRBs, the eNB can still transmit PDSCH over the unused ePDCCH PRBs. This is the same as what we described for alternative 1 when UE always takes localized candidates into account. For example, in a given subframe, if eNB believes that it can send an aggregation level two distributed ePDCCH only from two PRBs reliably, it can use the L1/L2 signalling to allocate the remaining two PRBs as PDSCH PRBs.
Observation 3): If UE always searches localized ePDCCH candidates, both alternatives can have similar resource sharing efficiency between ePDCCH/PDSCH.
3. Conclusion
In this contribution, we discussed two different alternatives for distributed ePDCCH transmission. We compare these two alternatives in terms of link level performance, compatibility with legacy search space equations, and resource sharing efficiency between ePDCCH/PDSCH. The observations are recaptured below:
Observation 1): Distributing the REs of aggregation level one and two into four PRBs instead of one improves the performance by more than 2 dB. Therefore, alternative 1 is more reliable than alternative 2 for low aggregation levels.
Observation 2): The legacy search space equations can be at least partially reused for alternative 1. However, new search space equations are needed to be defined for alternative 2.

Observation 3): If UE always searches localized ePDCCH candidates, both alternatives can have similar resource sharing efficiency between ePDCCH/PDSCH.
Based on these observations, we have the following proposal:
Proposal: One distributed CCE should be mapped to REs from multiple PRBs and one distributed ePDCCH should be mapped to one or more distributed CCEs.
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5. Appendix
Table 1 Link level Simulation Assumptions
	Parameter
	Value

	Bandwidth
	10MHz

	Channel Model
	ETU 70Hz 2x2

	DCI payloads
	26 bits (excluding CRC); Distributed in 1/2/4/8 PRBs

	CSI Feedback
	N.A.

	Tx Mode
	SFBC

	Receiver Type
	Linear MMSE

	Channel Estimation
	MMSE based on UE-RS


