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1. Introduction

One of the tasks defined in CoMP WI description is identification of the areas where X2 interface support is required for CoMP and specification of the identified areas [1]:

· Investigate the extent to which specified support is needed for X2 interfaces and specify the X2 interface support in the identified areas

This task aims to minimize the cost of CoMP deployment in the network and improve CoMP performance by reusing the existing X2 interface between eNBs as a CoMP backhaul link. Since the performance of different CoMP scheme may be highly dependent on the X2 interface impairments (such as latency), in this contribution, we discuss the potential candidates for X2 interface specification. The CoMP enhancements not reusing the X2 interface (e.g. based on vendor specific interface), although may provide additional system performance benefits, are outside of the scope of this contribution and will not be discussed.
2. Discussion on X2 interface utilization for CoMP

The X2 interface was introduced in LTE to support information exchange between eNBs to perform several network functions such as handover, load management, mobility optimization, etc. Information exchange capability can be also used to support CoMP scheme that coordinates eNBs transmissions via backhaul link. Reusing X2 interface should minimize the cost of CoMP by avoiding dedicated backhaul link deployment and potentially allow coordination of eNBs from different vendors.
During CoMP SI phase the performance of CoMP were extensively analyzed under practical impairments of the backhaul link [2]. It has been found that performance of the traditional CS/CB and JT CoMP schemes is sensitive to the latency. More precisely, it was observed that for latency of 10 ms (typical for X2 interface [3]) backhaul link becomes a bottleneck. This implies that, the traditional CS/CB and JT CoMP schemes may not be practical when backhaul link is not ideal. The sensitivity of the performance of CS/CB and JT CoMP is due to ageing of channel state information used for spatial interference nulling in this schemes. Therefore, for X2 interface specification it is meaningful to consider other CoMP schemes relying on alternative mechanisms to achieve the performance improvement which will be more robust to backhaul link constraints. 

Among the available CoMP schemes, DPS with coordinated scheduling is a promising candidate for X2 interface specification. It provides the performance benefits by balancing the traffic load across coordinating points and potentially mitigating interference by resource blanking [4]. DPS scheme is especially useful in heterogeneous deployments to implement dynamic range extension and match traffic across the transmission points. Since the performance gains are coming from the traffic offloading, the latency requirements on backhaul link can be relaxed for DPS comparing to the traditional CS/CB and JP CoMP schemes. Additionally the interference mitigation by resource blanking does not rely on beamforming nulling and is therefore more robust in practice.
In order to demonstrate the robustness of DPS, system level simulations were carried out for full buffer traffic model and various latencies of the backhaul link in the heterogeneous deployment. The results were obtained under simulation assumptions provided in the Appendix of this document and summarized in the Table 1. 
Table 1: Performance analysis of DPS scheme for different backhaul link latencies

	CoMP scheme
	Latency
	Average per point SE
	Cell Edge SE

	Non CoMP
	NA
	1.56
	0.0125

	DPS
	0
	1.60 (0.0%)
	0.0196 (0.0%)

	DPS
	10
	1.55 (-3.1%)
	0.0195 (-0.5%)

	DPS
	20
	1.54 (-3.6%)
	0.0171 (-12.8%)

	DSP
	30
	1.53 (-4.8%)
	0.0165 (-15.8%)


It can be seen that the system performance negligibly degrades for a typical X2 interface latencies of 10 ms.
Observation #1: Dynamic Point Selection CoMP scheme is less sensitive to impairments of  X2 interface.

It should be noted that DPS scheme may have substantial impact on RAN3 specifications (e.g. definition of synchronization protocol, data transfer protocol, etc.), therefore it may be beneficial to initiate RAN3 evaluation on feasibility of supporting DPS scheme in Release-11 timeframe.
Although DPS is more robust to channel state information aging, the backhaul link latency may still be a bottleneck for application generating delay-sensitive traffic requiring certain QoS (e.g. VoIP). In this case the other promising CoMP option for X2 interface specification is a special form of CS/CB scheme, designed to address this issue [5],[6],[7].  The scheme can be considered as spatial domain extension of Rel-8/9/10 ICIC, eICIC. In other words, instead of sending only ABS pattern or power distribution in the frequency domain, the coordinating point can send its semi-static beamforming settings per each PRB/slot, where zero power ABS can be considered as a special case of beamforming weights.  In this semi-static coordination, sharing of instantaneous scheduling and beamforming information among the coordinating points isn’t necessary therefore reducing demand of low latency backhaul link between coordinating points.
Observation #2: Special form of semi-static CS/CB scheme may be needed to address the latency issue when the X2 interface is used.
Besides the intra-cluster coordination, X2 interface can be also used to address inter-cluster coordination aspects.  It was demonstrated in several contributions [8],[9], that the lack of inter-cluster coordination can cause significant performance degradation for UEs at CoMP cluster boundaries. A simple solution is to reuse the existing Rel-9 ICIC and Rel-10 eICIC framework for CoMP Scenarios 1-3 and configure clean semi-static resource across CoMP clusters to fully mitigate interference on CoMP cluster edges. However for CoMP scenario 4 some modification to such schemes may be needed.
Observation #3: Coordination across CoMP clusters by using ICIC/eICIC schemes may be supported by X2 interface to mitigate interference on CoMP cluster edges. Some modification to ICIC/eICIC for CoMP Scenario 4 may be needed.
Conclusions

In this contribution, we discussed potential CoMP scheme candidates suitable for high-latency backhaul link. It has been found that for coordinating transmission points connected via X2 interface backhaul link the following CoMP scheme can used:
· Dynamic Point Selection CoMP scheme
· Special form of semi-static CS/CB scheme
· Coordination scheme across CoMP clusters using ICIC/eICIC schemes or their modifications to ensure proper operation in CoMP Scenario 4
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Appendix
	Parameters 
	Assumption 

	Channel model
	ITU UMa / ITU UMi

	System BW 
	FDD 10MHz 

	Number of UEs, Number of Tx points 
	(1425, 285) 

	Number of antennas at UE,  Number of antennas at Tx Point 
	 (2, 2), cross-polarized antennas

	Number of antennas CRS antenna ports
	2

	Transmission scheme, CSI feedback reporting mode
	 SU-MIMO, PUCCH 1-1

	Outer loop for target FER control 
	10% PER for 1st transmission 

	Link adaptation 
	MCSs based on LTE transport formats 

	HARQ scheme 
	CC

	DL overhead
	30.95% 

	Handover Margin 
	1 dB 

	Initial transmission + Maximum number of retransmissions
	4 

	Feedback and control channel errors 
	No Error 

	Scheduler 
	Search algorithm for tow hypothesis based on max. PF metric 

	UE speed
	3kmph 

	Scheduling granularity 
	5 PRBs 

	Traffic load 
	Full buffer FTP traffic model

	Maximum Rank per UE 
	2

	Receiver type 
	Interference unaware MMSE (option 1 in R1-110586) 

	Feedback periodicity 
	10ms 

	CQI & PMI feedback granularity in frequency
	Wideband

	PMI feedback 
	Rel.-10 LTE codebook 
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