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1. Introduction

The following agreements on CoMP CSI feedback were captured in the Chairman’s notes in RAN1#66bis. 
Working assumption from RAN1#66bis:

· Standardise a common feedback/signalling framework suitable for scenarios 1-4 that can support CoMP JT, DPS and CS/CB.

· Feedback scheme to be composed from one or more of the following, including at least one of the first 3 sub-bullets:

· feedback aggregated across multiple CSI-RS resources 

· per-CSI-RS-resource feedback with inter-CSI-RS-resource feedback

· per-CSI-RS-resource feedback

· per cell Rel-8 CRS-based feedback  

Important decision was reached in RAN1#67 that
· CoMP feedback uses at least per-CSIRS-resource feedback. 
Discussion on inter-CSIRS-resource feedback and aggregated CSI is still ongoing. Inter-CSIRS-resource feedback mainly refers to the inter-point phase combiner which is used to coherently combine the per-point PMI feedback for CoMP-JT transmission. On the other hand, aggregated CSI feedback primarily includes two components, i.e., aggregated PMI and aggregated CQI. In this contribution, we focus on the aggregated PMI and discuss its pros/cons for Rel.11 DL CoMP operation. Aggregated CQI is discussed in a companion contribution in [4]. 
2. Aggregated PMI
2.1. Aggregated PMI vs. inter-CSIRS-resource co-phasing
Aggregated PMI refers to a single PMI reported over multiple configured CSI-RS resources. For instance, if the CoMP measurement set includes two points where each point is configured with a 2Tx CSIRS-resource, aggregated feedback shall report a 4Tx PMI over the aggregated 4Tx CSI-RS resource. 

We note that aggregated PMI and inter-point phase combiner, to a large extend, aim to achieve the same purpose of reporting the “super PMI” 
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across the CoMP coordination cluster. 
· With inter-point phase combiner, the per-point PMI 
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 and the co-phasing element
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 are explicitly and separately reported. The “super-PMI” is combined as 
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· With aggregated report, the “super-PMI” (viz aggregated PMI) 
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 is calculated over the combined MIMO array across the CoMP cluster and explicitly reported. Therefore, the inter-point phase information is implicitly reflected as part of the precoding matrix. 
From this perspective, aggregated PMI and inter-CSIRS-resource feedback are competing proposals [1]. 
2.2. Support of Aggregated PMI 
The decision on aggregated PMI in Rel.11 should take into a number of considerations, including but not limited to 

· system performance benefits, 

· specification impact in RAN1 and other working groups,
· unified support of all CoMP schemes and scenarios.
Based on these criteria, the following observations are noted regarding aggregated PMI feedback. 

· Aggregated PMI should be justified by sufficient system performance gain. As discussed above, aggregated PMI is a special case of inter-CSIRS-resource feedback by jointly reporting the per-point precoder and phase combiner. Therefore, the performance gain of aggregated PMI is upper-bounded by the inter-CSIRS-resource feedback. It has been shown in the previous meeting that the performance gain of inter-CSIRS-resource feedback is rather limited under realistic deployment scenario [2-3], even without considering the practical restrictions from imperfect time/synchronization error. Therefore, the system performance gain of aggregated PMI is dubious. 
· Aggregated PMI is limited to a few isolated scenarios where the combined array size equals to 2, 4, or 8 in order to reuse the existing Rel.10 codebooks and feedback channels on PUCCH/PUSCH. This is a severe restriction considering the vast number of possible CoMP measurement/transmission set sizes. If aggregated PMI is to support all possible CoMP configurations, new codebooks of different sizes (e.g. 3/5/6/7…) have to be defined which can be very challenging in RAN1 and other working groups considering the Rel.11 timeline.
· Non-trivial scheduling restriction is envisaged with aggregated PMI. Since the aggregated PMI is tailored toward coherent CoMP-JT, the aggregated PMI must be further processed to be used for beamforming/scheduling in case the network wishes to employ other CoMP transmission schemes (DPS, CBCS) or fall-back to single-cell transmission, which will result in less accurate CSI information. Furthermore, for CoMP-JT, the reported aggregated PMI (and CQI) would be less accurate if the actual CoMP-JT transmission set is different from the measurement set. One solution to solve this problem is to exhaustively report an aggregated PMI for each possible transmission set as a subset of the measurement set. This clearly incurs severe feedback complexity/overhead and is unrealistic. Since selection of transmission scheme is a network implementation choice and can switch dynamically, the scheduler restriction and system performance loss should be taken into account in finalizing the feedback design for CoMP.
Lastly, it is noted that standard transparent PMI aggregation is already supported in Rel.10 by configuring a single CSI-RS resource over the CoMP measurement set. In this case the UE would measure the 2/4/8 Tx CSI-RS resource and report a single aggregated precoder. Despite the performance/scheduling limitation above, this is anyway an eNB implementation choice allowed by the current system and requires no further specification efforts. On the other hand, standard non-transparent aggregated PMI is limited by various challenges above. Hence, it is proposed that no standard non-transparent aggregated PMI is adopted in Rel.11. 
Proposal:  Standard non-transparent aggregated PMI is not supported in Rel.11.

3. Conclusions

In this contribution we discussed aggregated PMI feedback for DL CoMP. Given the questionable system performance benefits, specification efforts in various working group, scheduler restriction for various CoMP scenarios/schemes, and UE complexity/overhead, we propose not to adopt standard non-transparent aggregated PMI in Rel.11. 
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