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1 Introduction
During RAN1#68, simulation results showing gains in performance due to E-DCH TDM operation in CELL_FACH, enabled by the introduction of per-HARQ-process activation of grants in CELL_FACH and E-DCH TTI alignment between CELL_FACH UEs and between CELL_FACH and CELL_DCH UEs, were presented [2]. 
In this contribution, we present a different set of simulation results based on the simulation assumptions [3] that were agreed on the 3GPP TSG RAN WG1 HSPA reflector in the post-RAN1#68 meeting e-mail discussion. Three different scenarios are considered, each corresponding to a different load balance between CELL_FACH and CELL_DCH users.
The observed gains in user throughput further strengthen our current position that TDM scheduling of CELL_FACH users should be supported in Rel-11 WI “Further Enhancements to CELL_FACH”. The numerical simulations further indicate that the TDM scheduling of CELL_FACH users has no negative effect on the CELL_DCH user performance.
2 Overview of CDM and TDM  

Two different schemes were simulated:
· CDM scheduling, where users are only given grants that apply to all their HARQ processes (grant scope is “all HARQ processes”), and
· a per-HARQ-process activation of grants (“TDM operation”) alternative where users are scheduled using grants that apply to specific HARQ processes (grant scope is “per HARQ process”).
The TDM scheduled users are assumed to be TTI synchronized (i.e. time-aligned).

3 Simulation Model

In the simulations, we assume a traffic distribution according to the agreed simulation assumptions [3], as shown in Table 1. The main assumptions are tabulated in Table 2. The simulations were run for 50 seeds with simulation time of 25000 TTIs per seed. The warm up time is 1000 TTIs for each seed. 
Table 1: Traffic Model
	
	Parameters
	PDF

	CELL_FACH
	Mean = [25] kbytes  
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	CELL_DCH
	Mean = [500] kbytes 
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Table 2: Simulation Assumptions


	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 7 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	500 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Penetration loss
	10 dB

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0

	Max BS Antenna Gain
	14 dBi 

	Antenna pattern
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                                                             = 70 degrees,

                                                        Am = 20 dB                                                              


	Channel Model
	PA3


	DPCCH gating
	Active

	Higher layer modeling
	Ideal

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Handover
	Disabled for CELL-FACH users

	Number of H-ARQ processes
	8

	Traffic
	As per Table 1

	Legacy UE capabilities
	Type 3

	UE distribution 
	UEs uniformly distributed within the system 

	UE UL category
	Cat-6 (2ms TTI) QPSK

	Noise Rise Limit
	10dB (95-percentile)

	Scheduling
	CDM and TDM

	Higher layers protocols
	UDP


The data rates are limited by the scheduler to keep a 95-percentile of the noise rise according to the configured limit (10 dB). Therefore, higher data rates indicate an improved coverage and more efficient use of the noise rise budget.

In the simulations, it is assumed that users arrive according to a Poisson process and that each user will transmit a file whose size is modeled by a truncated log-normal object size distribution. The packet distribution was chosen according to the simulation assumptions [3].
4 Simulation Results and Discussion
In this section, we discuss the simulation results. Two cases for scheduling are considered:
CELL_FACH_CDM:
CELL_FACH users with CDM scheduling and CELL_DCH users with TDM scheduling

All_TDM:
Both CELL_FACH and CELL_DCH users with TDM scheduling

The baseline scenario is CELL_FACH_CDM scheduling.
4.1 Mixed scenario: Low CELL_DCH load, high CELL_FACH load
In this scenario, a factor 30:1 CELL_FACH to CELL_DCH users per cell per second is considered. The CELL_FACH load is 800 kbps and the CELL_DCH load is 250 kbps. As shown in Figure 1, both the CELL_FACH and CELL_DCH users benefit from an All_TDM schedule. Further, from Figure 2, we have that the cell edge performance (coverage) is not negatively affected by the TDM scheduling of CELL_FACH users. The stability is maintained according to Figure 3, since the 10 dB RoT limit is not exceeding the 95th percentile.
4.2 Mixed scenario: Equal CELL_DCH and CELL_FACH load
Here we consider a higher ratio of CELL_FACH users, namely a factor 10:1 CELL_FACH to CELL_DCH users per cell per second. Both the CELL_FACH and the CELL_DCH load is 800 kbps. The throughput gains are even larger in this scenario as indicated in Figure 4. A considerable improvement in coverage is also observed in Figure 5, enhancing the cell edge user performance. The noise rise statistics in Figure 6 shows that the system is on the stability limit, which can be expected with the applied high load in this scenario.
4.3 Mixed scenario: High CELL_DCH load, low CELL_FACH load
In the high CELL_DCH load scenario, only a small fraction of the time the users are transmitting in the system represents CELL_FACH users. The average number of active CELL_DCH users per cell per second is almost the same for CELL_FACH and CELL_DCH. This scenario aims to highlight that TDM scheduled CELL_FACH user will not negatively impact CELL_DCH user performance by interrupting the scheduled CELL_DCH users. The simulations are run with four different levels of CELL_FACH load, namely 20, 30, 40 and 50 kbps and the CELL_DCH load is kept constant at 500 kbps. As shown in Figure 7 and Figure 8, there are no gains in CELL_FACH user throughputs and CELL_DCH user throughputs. This is an expected outcome of the simulations and what is more important is that the CELL_DCH user throughputs are kept stable in spite the fact that CELL_FACH users are entering the system. The CDFs of user throughputs for CELL_FACH users, Figure 9, show that the coverage is maintained. In Figure 10, showing RoT for the system, the 10 dB RoT limit is kept within the 99th percentile.
4.4 Only CELL_FACH users scenario

In a scenario with only CELL_FACH users, TDM scheduling has a greater advantage of minimizing the intra-cell interference by not allowing all active CELL_FACH users to transmit in all TTIs. We can in this type of scenarios expect significantly improved data rates.

A contribution was presented and discussed during RAN1#68 [2]. The contribution includes simulation results comparing the performance of TDM scheduled CELL_FACH users with the performance of CDM scheduled CELL_FACH users. The simulation assumptions were slightly different compared to the simulation assumptions used for the new simulation results presented in this paper. The conclusion of the analysis is that TDM scheduling provides 23-79% gains in mean user throughput while system stability is maintained and coverage performance is increased. For more details see [2].
5 Conclusion

The simulation results show the benefits with the introduction of TDM scheduling for CELL_FACH users.  In scenarios where the CELL_FACH users dominate, the throughput gains are significant. Furthermore, no negative effect on CELL_DCH performance is observed in the simulated scenarios.
Introducing support for TTI alignment and per-HARQ grants will allow that the user performance is improved significantly. These improvements stem from reduced intra-cell interference levels as well as from the fact that CELL_FACH UEs can be protected from the interference generated by CELL_DCH UEs.
Additionally, operation with per-HARQ-process activation of grants in CELL_FACH state will simplify implementation of interference cancelling receiver structures.
Finally, TDM-like operation will also significantly reduce the minimum hardware cost associated with CELL_FACH state.
We therefore propose the following:
Proposal: Introduce support for per-HARQ-process activation of grants and E-DCH TTI alignment in CELL_FACH for 2 ms TTI.
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7 Appendix

7.1 Mixed scenario: Low CELL_DCH load, high CELL_FACH load
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Figure 1. Average CELL_FACH  and CELL_DCH user burst rate for CELL_FACH_CDM and All_TDM scheduling.
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Figure 2. Cell edge performance (Coverage) for CELL_FACH_CDM and All_TDM scheduling. 
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Figure 3. Rise over thermal statistics showing system stability for CELL_FACH_CDM and All_TDM scheduling.

7.2 Mixed scenario: Equal CELL_DCH and CELL_FACH load
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Figure 4. Average CELL_FACH  and CELL_DCH user burst rate for CELL_FACH_CDM and All_TDM scheduling.
[image: image7.emf]0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10

4

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

User Object Bitrate Cell_FACH (bits/sec)

CDF P(X)

 

 

Cell_FACH_CDM

All_TDM


Figure 5. Cell edge performance (Coverage) for CELL_FACH_CDM and All_TDM scheduling.
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Figure 6. Rise over thermal statistics showing system stability for CELL_FACH_CDM and All_TDM scheduling.

7.3 Mixed scenario: High CELL_DCH load, low CELL_FACH load
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Figure 7. Average CELL_FACH user burst rate for CELL_FACH_CDM and All_TDM scheduling.
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Figure 8. Average CELL_DCH user burst rate for CELL_FACH_CDM and All_TDM scheduling.
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Figure 9. Cell edge performance (Coverage) for CELL_FACH_CDM and All_TDM scheduling.
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Figure 10. Rise over thermal statistics showing system stability for CELL_FACH_CDM and All_TDM scheduling.
7.4 Only CELL_FACH users scenario
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 Figure 11. Mean user througput vs. Offered load.
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Figure 12. Worst 10th percentile of the Cumulate Distribution Function (CDF) from the throughput of all the users.
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Figure 13. CDF of Cells Noise Rise (RoT).
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