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1
Introduction

RAN#54 initiated a work item on UL 64QAM for HSPA [1]. This contribution presents design aspects to be considered and an initial performance analysis for this feature.
2
Design aspects
Introduction of 64QAM on the uplink increases the uplink peak data rate achievable within the same channel bandwidth. This can complement techniques like UL-MIMO which serve the same purpose. 
For example, even for UEs close to the Node-B, which can expect strong channel conditions, it is possible that the MIMO channel has low rank; i.e., only one of the component streams of the MIMO channel will experience the high SNR. The peak rate promised by UL-MIMO will not be realizable in such a case, but 64QAM can still provide additional data rate over the current design in which 16QAM is the highest modulation order on the uplink. 
The larger peak rate is achieved by raising the maximum transport block size, and modifying the rate-matching algorithm to to allow for an increased number of bits now available on the E-DCH physical channels. In the following some features that need consideration for 64QAM are addressed.
2.1
Channel interleaver 
The interleaver length must equal the maximum number of bits a physical channel can output in one TTI. This equals 7680 for 16QAM and 11520 for 64QAM, using the minimum spreading factor of 2 and a TTI of 2ms. The interleaver algorithm as specified currently takes the number of input bits as a parameter, and does not impose any upper limits on this parameter. Therefore, it can potentially be left unchanged. 
However, the current specification 25.212 [2] uses a slightly different approach for 16QAM (UL and DL) and 64QAM (DL) as compared to QPSK: The input bits are split into N streams (N=2 for 16QAM and 3 for 64QAM) after which the channel interleaver algorithm is applied separately on these streams. Following this operation, the outputs of the channel interleaver are further interleaved. A natural extension would be to use the same approach for UL 64QAM as well. Another approach would be to use the current algorithm directly on the input bit stream without splitting it. Further study of performance and complexity will be required in order to consider this approach.
2.2
Constellation mapping
The same mapping as used for DL 64QAM in 25.213 [3] can be reused for UL 64QAM. Further, the downlink also applies constellation rearrangements [2] for 16QAM and 64QAM. Given that this is not done for UL 16QAM in the current specification, a natural extension would be to avoid it for UL 64QAM as well. Further study of performance and complexity will be required in order to consider constellation rearrangements for UL 64QAM.
2.3
E-TFC table
The E-TFC table will have to be changed to allow for larger packet sizes. This requires either preserving the current table size and using a coarser TBS granularity, or by increasing the table size. Note that an increased table size can impact the E-DPCCH design, since additional bits will be needed to signal the E-TFC on the uplink.
2.4
Spreading Factor
In the current specification 25.212 [2], the E-DCH configuration with the smallest spreading factor (i.e., allowing maximum number of bits to be carried on the physical channels) is the 2xSF2+2xSF4 configuration. The current specification mandates this configuration whenever E-DCH uses 16QAM for modulation. 
As a consequence, this configuration does leave some higher-SF OVSF codes unused; but some of these will be necessary to carry uplink control information such as E-DPCCH, HS-DPCCH, and any new control channels required by ongoing and future enhancements such as UL-MIMO. It is possible to study new configurations that try to make use of all the remaining unused codes for E-DCH. However, there are some concerns with this approach:

· this was not done for 16QAM
· it will increase complexity and make it harder to define new control channels for future
· the data rate gains from this will be low, given the unused channels have high SF. 
Hence for simplicity, we propose that this configuration be always used when E-DCH uses 64QAM.

2.5
Selecting modulation order and spreading factor configuration based on TBS
The current specification 25.212 [2] contains an algorithm that begins with the set S={N256, N128, N64, N32, N16, N8, N4,  2(N4, 2(N2, 2(N2+2(N4, 2(M2+2(M4} of possible spreading factor configurations for E-DCH, and then selects one configuration from this set. The selection is based on the TBS, higher-layer signaled parameter PLnon-max and fixed parameters PLmod_, switch and PLmax. Here NSF and MSF denote the number of bits per TTI that can be carried on one physical channel using BPSK and 4PAM respectively.  
Therefore, for example,  2(N4 denotes a single QPSK channel with spreading factor of 4. The PLmod_,switch parameter was introduced into the specification along with the addition of UL-16QAM, and together with the other parameters, has the impact that all TBS above a certain value use 16QAM, while all those below that value use QPSK or BPSK. This was desired because link-efficiency simulations showed that 16QAM has better performance than QPSK in terms of link efficiency only above a certain TBS. 
In this contribution, we will present similar link efficiency simulations comparing various TBSs using 64QAM to 16QAM, which can help to determine a good value for the analogous switch point between 16QAM and 64QAM. This allows for introduction of 64QAM in a backward-compatible manner after augmenting the set S to include the 64QAM configuration 2(P2+2(P4, where PSF is the number of bits per TTI for a single physical channel using 8PAM and spreading factor SF.
2.6
Power-Control

Currently the inner-loop power-control gain is updated every slot. A typical design for Node-B’s data demodulation channel estimator (that is often assumed) is to filter successive slots without attempting to compensate for these power-control gain changes. These gain changes thus adversely impact the accuracy of this estimator. Errors in the channel estimate translate to incorrect scaling of the received signal constellation, which affect the decision boundaries between the constellation points. Higher order modulations can be expected to be more sensitive to such errors. Simulation results from this contribution suggest that this effect severely impacts UL 64QAM performance. The DL 64QAM HSDPA is not similarly impacted since it is not subject to fast power-control. 
Receiver enhancements to combat this power-control effect can be studied. For example, the NodeB receiver can compensate for the effect of the power-control gain changes before filtering the channel estimate; using the UL-TPC commands that Node-B had sent to UE on the F-DPCH. Since these commands are subject to F-DPCH reception errors at the UE, the gains from this approach will depend on the F-DPCH error rate. Also, UEs in soft handover base their PC gain changes on UL-TPC commands received from multiple NodeBs, making it chalenging for any single Node-B to determine these gain changes on a slot by slot basis. It is to be noted however, that UEs that could typically benefit from 64QAM will be unlikely to be in soft handover scenarios. 
Another approach to mitigate the power-control effect is to slow down the UL power-control rate, allowing the receiver to avoid filtering the channel estimates across power-control gain change boundaries. The link and system impacts of the slower power control rate need further study. Since slowing the power-control rate for DPCCH impacts all channels, another option is to slow the rate only for E-DPCCH and E-DPDCH. UEs using UL-64QAM will be using E-DPCCH boosting. Thus, if the E-DPCCH decoding performance is not affected much by slowing its power control rate relative to DPCCH, the E-DPCCH can then be used as a phase reference for demodulation of E-DPDCH.
3
Simulation Assumptions

Table 1 shows the simulation assumptions used in this contribution for UL-64QAM performance analysis
Table 1: Performance analysis simulation parameters.

	Parameter
	Value

	Physical Channels
	E-DPDCH, DPCCH, HS-DPCCH

	E-DCH TTI [ms]
	2

	TBS [bits]
	Fixed in each simulation; various TBS were simulated

	Modulation
	Fixed in each simulation, either 16QAM or 64QAM

	Number of physical data channels and spreading factor
	2xSF2+2xSF4

	20*log10(βed/βc) [dB]
	Fixed in each simulation; 
various values were tried to determine the best  one

	20*log10(βec/βc) [dB]
	-300dB 
[E-DPCCH boosting is not explicitly modeled, equivalent boosts are directly applied to DPCCH instead]

	20*log10(βhs/βc) [dB]
	2

	Number of H-ARQ Processes
	8 [all are active]

	Maximum number of H-ARQ Transmissions
	4

	H-ARQ operating point
	10 % BLER after 1 H-ARQ attempt

	Number of Rx Antennas
	2, 4

	Channel Encoder
	3GPP Release 6 Turbo Encoder

	Turbo Decoder
	Log MAP

	Number of iterations for turbo decoder
	8

	DPCCH Slot Format
	1 (8 Pilot, 2 TPC)

	Channel Estimation
	Realistic : 4 slot non-causal FIR filter, or
                           single slot estimate without filtering.

	Inner Loop Power Control
	ON, Step Size ±1 dB

	Outer Loop Power Control
	ON , Step Size ±0.5 dB

	UL TPC Delay (sent on F-DPCH)
	2 slots

	UL TPC Error Rate (sent on F-DPCH)
	4 %

	Propagation Channel
	AWGN, PA3, VA3, Onepath3 (=Single-Path Fading at 3kmph)

	NodeB Receiver Type
	LMMSE

	Receive Antenna imbalance [dB]
	0

	UE DTX
	OFF


4
Performance Analysis Results
Figures 1, 2 show the link efficiency comparison between 64QAM and 16QAM in an AWGN channel with 2 receive antennas. We see that 64QAM allows for larger TBS, but requires a larger Eb/No for achieving the power-control target. 
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Figures 3, 4 show the same comparison for PA3 channel. Each curve in Figures 1,2 has a point corresponding to each of 13 distinct x-axis E-DPDCH/DPCCH power ratio dB values (0,4,8,10,12,14,16,18,20,24,28,32,36); whereas some or all of these points are missing for the larger TBS in Figures 3,4, both for 16QAM and 64QAM. The missing points represent cases in which the power-control loop did not converge. 
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                                               Figure 1: AWGN, 2RX antennas: Link efficiency for 64QAM vs 16QAM
                           Figure 2: AWGN, 2RX antennas: Traffic to Pilot ratio vs receive Ecp/No for 64QAM vs 16QAM
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                                               Figure 3: PA3, 2RX antennas: Link efficiency for 64QAM vs 16QAM
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                             Figure 4: PA3, 2RX antennas: Traffic to Pilot ratio vs receive Ecp/No for 64QAM vs 16QAM  

Figures 5, 6 show the throughput as a function of Rx and Tx Ec/No respectively, with 2 receive antennas, for various channel models. On each curve in these figures, different points correspond to different TBSs, and the E-DPDCH/DPCCH power ratio (T2P) used for each point is shown in Figure 9 as a function of TBS. Each T2P has been chosen to minimize the RxEb/No, i.e., each T2P is the x-axis point corresponding to the bottom of the ‘U’-shaped curves of the kind shown in Figures 1,3. The RxEc/No and TxEc/No on the x-axis of Figures 5, 6 have their standard [image: image9.jpg]Throughput (Kbits/s)
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definitions, eg, as in [4, Section 7.2]. 
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  Figure 5: Tput vs RxEc/No for 16QAM vs 64QAM, 2Rx antennas.           Figure 6: Tput vs TxEc/No for 16QAM vs 64QAM, 2Rx antennas
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Figures 7,8,10 are the analogues of Figures 5, 6, 9 respectively for the case of 4 rather than 2 receive antennas. Figures 5,6,7,8 shows that for AWGN, Onepath3 (single path fading at 3kmph) and PA3, the 64QAM throughput exceeds that of 16QAM for the same Ec/No for all throughputs larger than around 8Kbps, corresponding to TBS of around 16000. However, for VA3 channel, 16QAM throughput is always higher than that of 64QAM.
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Figure 7: Tput vs RxEc/No for 16QAM vs 64QAM, 4 Rx ant.                 Figure 8: Tput vs TxEc/No for 16QAM vs 64QAM, 4 Rx ant
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Figure 9: Optimal traffic-to-pilot ratio as a function of TBS, 2R         Figure 10: Optimal traffic-to-pilot ratio as a function of TBS, 4RX
To study the source of the loss in VA3 channel, an experiment was conducted turning power control off, which suggests that power-control may be a significant source of loss. Specifically, in AWGN at 8dB T2P, the RxEcp/No required to achieve 10% BLER after the first HARQ transmission for the TBS=34491 using 64QAM was found to be 13.5dB with power-control off, but 22.5dB (as seen from Figure 2) with power-control on. 
One aspect of the loss from power control is the fact that the channel estimation filter is averaging estimates across slots which have different power-control gains, without compensating for those gains. If a single slot estimate is used without any averaging, the noise introduced by these gain variations is eliminated, but on the other hand, the estimate is noisier due to loss of the processing gain that the filtering provided. 
In a single-path channel, the power-control loop can simply compensate for the lost processing gain by correspondingly raising the setpoint. Thus, the optimum T2P changes, and the resulting Ec/No requirement for the same TBS is significantly reduced, as shown in Figure 11 for large TBS in AWGN and single-path channels. However, in multipath channels, the channel estimation noise consists of both thermal noise and multipath ICI. It is only the thermal noise component that can be lowered by raising the power-control setpoint. 
The ICI from multipath, which dominates in high SNR situations, cannot be reduced in this manner. Thus, the benefits from the processing gain of the channel estimation filtering outweigh the disadvantages of filtering across power-control gain variations. This is shown in Figure 11 by the fact that for VA3 channel, power control did not converge for all but the smallest of the TBS simulated. The loss seen for 64QAM in VA3 may be reduced by reducing the power control rate and modifying the channel estimation filtering algorithm, as described at the end of Section 2.
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Figure 11: 64QAM, 2RX: Effect of channel estimation filtering. In plot legends, ‘nocef’= no channel estimation filtering (i.e., 1 slot estimate).
5
Conclusions

In this contribution, we have presented design considerations and performance analysis for the UL-64QAM feature. We have shown that in AWGN, single path and PA3 channels for TBS exceeding 16000, UL 64QAM provides higher throughput than 16QAM for the same RxEc/No or TxEc/No, for both 2 and 4 receive antennas. However, in VA3 channel, 16QAM always outperforms 64QAM. By comparing 4 slot vs 1 slot channel estimation filtering, we have shown that there is a performance loss from channel estimation filtering across power-control gain variations. We have suggested methods for further study that could combat this problem, involving both receiver changes in the filtering algorithm and transmitter changes in the power-control rate of selected channels.
.
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