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1
Introduction
CoMP Phase 2 studies primarily focused on fiber-based deployments in which an infinite capacity backhaul with negligible delay is used for idealistic coordination among transmission points.  In practice, these assumptions correspond to an architecture with a centralized processor that performs the baseband processing across an entire CoMP cluster. No assumptions were made, however, regarding coordination across CoMP clusters. 

In this contribution, we present views on how the existing X2 interface can be leveraged to facilitate coordination across CoMP clusters.  In addition, we also emphasize the importance of studying CoMP schemes that can build on the existing X2 backhaul between cells and do not require centralized scheduling.  

2
Inter-cluster coordination based on the X2 interface

In case of a fiber-based backhaul, Phase 2 studies have assumed that coordination within a CoMP cluster is perfect.  However, no coordination assumption has been made across CoMP clusters.  In previous contributions [1], [2] we have shown that this can lead to significant performance loss at the cluster boundaries, where UEs may actually be limited by dominant interferers from macro cells outside the UE’s CoMP cluster.  Such an interference scenario is illustrated in Figure 1, where UE1 is located in the range expansion region of RRH1.  It is assumed that eNB1 and RRH1 form a CoMP cluster but that this CoMP cluster does not include eNB2.  However, as shown in the Figure, eNB2 is actually the dominant source of interference for UE1. 
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Figure 1: Typical interference scenario at CoMP cluster boundaries.
It is important to realize that such interference scenarios are not corner cases, especially when transmission point association is biased towards RRHs.  While serving UE1 from eNB2 is a potential option, it is highly suboptimal as the cell splitting gain is reduced which significantly reduces system capacity. 

A simple remedy is to configure some resources on which all macro cells do not transmit. In this way, boundary UEs can be scheduled on resources that are “clean” across cluster boundaries. It should be noted that such a solution requires only minimal coordination.  Completely static resource coordination could lead to losses in lightly loaded scenarios with bursty traffic models and therefore some mechanism to achieve adaptability could also be assumed.

It is important to realize that the above concept of blanking resources by macro cells is not new but was investigated in detail as part of Rel-10 studies on eICIC. For illustration, we compare the CBF-CoMP coordination technique discussed above with the Rel-10 eICIC interference coordination mechanisms in Figure 2.  For Rel-10 eICIC, interference coordination is achieved in a TDM fashion by relying on almost blank subframes (ABS) during which the macro does not transmit PDSCH.  This enables pico/RRHs to schedule UEs in range expansion without having them severely interfered with by macro cells on such subframes.  Other subframes may be used for simultaneous transmission by both macro cells and picos/RRHs in which the latter may, e.g., target UEs close the pico/RRH cells which are not severely impacted by macro interference.  Even though the TDM pattern may be derived locally for each macro cell, implicit coordination across macros can be achieved by having a convention on the sequence with which subframes are designated as ABS depending on load conditions.  This can ensure that across macros clean subframes for picos/RRHs are available.  Consequently interference at the edges of macro coverage areas is alleviated.
The case of CoMP is shown on the right hand side of Figure 2.  Note that for this case coordination is limited to CoMP cluster 1 (including Macro1 and RRH1) but does not include the neighboring Macro2.  For Macro1 and RRH1, scheduling decisions are fully coordinated but CoMP cluster 2 may not know which resources are dynamically silenced.  Therefore, a semi-statically configured set of blanked resources is useful to mitigate boundary issues.
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Figure 2: Comparison of blanked subframes in Rel-10 eICIC and HetNet CoMP.
3
X2-based HetNet CoMP

The existing X2-based backhaul between macro/pico cells can also be leveraged for CoMP.  In fact, this deployment architecture is also part of the CoMP study item and correspond to the degraded backhaul scenario in which finite capacity and non-zero delay are modeled.  
There are several important differences compared to the fiber-based architecture. First, centralized processing cannot be accommodated in case of an X2 backhaul due to timeline and capacity limitations.  Therefore, it is necessary to assume that macro/pico cells perform scheduling in a decentralized fashion while possibly relying on some semi-static coordination.  

It is important to realize that this architecture is not new but corresponds to the eICIC architecture that was studied as Rel-10.  CoMP schemes that exploit the X2-based backhaul can therefore be viewed as a more straightforward extension of eICIC in which CoMP may help to improve the utilization of subframes that are shared between macro and pico cells. 
A companion paper [3] presents schemes that are applicable in this context. A key benefit of X2-based CoMP schemes is that it allows coordination among macro sites and promotes standards-based interoperability between cells of different power classes.  In our view X2-based CoMP improvements should be aimed at optimized resource partitioning, especially for bursty traffic and improved link adaptation by feedback and/or backhaul messaging that reflects post coordination SINR conditions.  
4
Conclusions
In conclusion, this contribution has shown how the existing X2 interface may be exploited to facilitate CoMP, both in a centralized fiber-based architecture as well as in an X2-based architecture: 
· In a centralized fiber-based architecture inter CoMP cluster coordination can be facilitated though the X2 interface between macro cells. 

· The X2 interface as used in a Rel-10 eICIC architecture can directly be exploited to facilitate HetNet CoMP operation.  For example, improved utilization of common subframes by macro/pico cells can be targeted.  
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