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1
Introduction
This contribution provides our latest set of evaluation results for Phase 2 of the study on coordinated multi-point transmission (CoMP).  We provide detailed evaluation results for both Scenarios 3 and 4 and benchmark CoMP performance with respect to co-channel and Rel-10 eICIC baselines. Together with the results, we provide our views on CoMP performance benefits in such deployments.  

2
HetNet CoMP Scenarios
Two scenarios, namely Scenarios 3 and 4, have been agreed as part of Phase 2 of the CoMP evaluations.  The two scenarios differ in terms of whether remote radio heads (RRHs) share the same cell-ID as the macro cell, or whether they are configured with different cell-IDs.  As established in previous RAN1 discussions, the configuration of cell-IDs, among other factors, has an important impact on control transmission and legacy UE performance [1]. 

As discussed at RAN1#65 [1], Scenario 3 can be further differentiated according to
· the backhaul architecture between macro cells and their RRHs, and
· CRS-IC capability of UEs. 

A comparison table illustrating different combinations of the above aspects is shown in Table 2.1.  In terms of backhaul architecture, a fiber-based backhaul enables centralized processing and scheduling of CoMP UEs.  In contrast, for an X2-based backhaul with limited capacity and non-negligible backhaul delay, CoMP schemes that are non-iterative and non backhaul intensive need to be targeted. We stress that Scenario 3 is also applicable for the latter schemes that in our view also form an important part of this CoMP study item. 

Table 2.1: Different realizations of CoMP Scenario 3.

	
	Backhaul quality

	
	Fiber-based (enables centralized processing)
	X2-based backhaul

	UE capability
	no support for CRS-IC
	Decoupled control and data (similar to Scenario 4)
	Non-iterative CoMP on top of co-channel baseline

	
	support for CRS-IC
	Centralized scheduler on top of eICIC baseline
	Non-iterative CoMP on top of eICIC baseline


Further, Table 2.1 also shows a differentiation in terms of whether UEs are CRS-IC capable.  As pointed out in a previous contribution [1] Scenario 3 is applicable in both cases and also supports a mix of both UE types.  While for non-IC capable UEs, decoupling of control and data is necessary for UEs in the range expansion area (i.e., for UEs associated with an RRH for data transmission but for which control cannot be reliably received from the RRH itself), UEs that are CRS-IC capable can receive control directly from the RRH. This has several important benefits, most notably it mitigates boundary issues between RRH clusters and allows UEs to benefit from a potentially smaller control region size of the RRH [1]. 

We note that this contribution only considers the case of a fiber-based backhaul architecture, i.e., only the left column in Table 2.1.  For Scenario 3 we make the assumption that CRS-IC is available at the UE.  The CoMP performance in a setup with X2-based backhaul is discussed in a companion paper [2]. 
It should also be noted that in contrast to Scenario 3, Scenario 4 is only applicable to the case of a fiber-based backhaul and cannot leverage CRS-IC capability at the UE, as all transmission points are configured with the same cell-ID. 

3 
CoMP Coordination Algorithm

In previous discussions, two CoMP coordination areas have been defined [3], namely

· Intra-cell CoMP, in which the coordination area consists of a single macro cell and its associated RRHs, and

· Intra-site CoMP, in which the coordination area consists of the three macro cells of the same site and their associated RRHs. 

In this contribution we consider both coordination areas as part of our evaluations and results are labeled according to the above terminology.  For brevity, we will use the general term “CoMP cluster” in the following to refer to either coordination area. 
It is important to note that assumptions regarding the coordination across the CoMP clusters have not been specified explicitly in the agreed simulation assumptions [3].  Clearly, it is unrealistic to assume dynamic coordination across CoMP clusters, but in our view low-level coordination on a semi-static or OAM level should be considered.  In fact, according to our evaluations, such limited coordination is crucial in order to mitigate coordination issues at cluster boundaries [4].  This aspect will be discussed further in Section 3.2. A companion paper also addresses this topic [9]. 
3.1
Coordination within a CoMP Cluster

Within a CoMP cluster, CS/CB-CoMP schemes may perform interference coordination through two mechanisms: 

· Scheduling coordination and dynamic silencing. Macro cells and associated RRHs within a coordination area can leverage the available fiber backhaul to coordinate scheduling decisions such that harsh interference scenarios are avoided (e.g., all scheduling decisions may be performed at the eNB in which case the RRHs effectively serve as a distributed antenna array).  

· Spatial coordination through beam selection.  A similar coordination benefit can be achieved through beam selection leading to spatial coordination.  This may avoid the need for dynamic silencing at some transmission points if sufficiently accurate channel state information (CSI) is available to perform transmit interference nulling. 

In this paper, we consider an algorithm that can leverage both of the above interference coordination mechanisms (even though we will focus on the first aspect for the evaluations presented in this paper).  The considered algorithm is an extension of the CBF-CoMP technique considered previously in our contribution [5] as well as by other companies in [6] and [7].  The algorithm relies on an iterative refinement of scheduling decisions throughout the coordination area. 

The scheduling procedure can be described mathematically in the following steps: 

Step 1: Non-cooperative baseline scheduling and beam selection.  For every transmission point a tentative non-cooperative scheduling decision is made based on current fairness metrics as well as instantaneous channel conditions.  For the case of proportional fairness this leads to the following optimization problem per transmission point,
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 if scheduled.  The non-cooperative scheduling decision does not take into account the interference created to neighboring transmission points.  Conversely, the interference from neighboring transmission points is modeled on a long-term average basis and does not make any scheduling hypotheses for neighboring cells. We emphasize that dynamic silencing on specific resources is considered as a specific form of the beam selection process and therefore part of the above optimization.  

Step 2: Iterative scheduling and beam refinement.  The scheduling decisions and beam selections for each transmission point are revisited in multiple iterations and refined in a cooperative fashion such as to optimize an aggregate neighborhood utility metric.  Specifically, for each transmission point not only the utility impact on its own UEs is considered but also the impact on victim UEs served by other transmission points. For every transmission point 
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to any such UE is within a certain range from the long-term channel strength of its serving cell. This range will be called cooperation threshold. With this notion in mind, every cell updates the UE choice and the underlying beam according to the following rule:  
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and their respective transmit and receive beams. As part of the optimization eigen-beamforming is considered although it is straightforward to extend the scheme to  signal-to-leakage ratio optimization as well.  The final scheduling decisions 
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We emphasize that the above coordination process is only carried out within a CoMP coordination area.  Across coordination areas only long-term channel information is assumed. 

3.2
Coordination across CoMP clusters
Limited coordination across CoMP clusters is an important aspect that helps mitigate boundary issues that can otherwise lead to significant performance degradation. In particular, at CoMP cluster boundaries, UEs in the range expansion area of an RRH may see high power level from neighboring macro cells that can lead to uncoordinated interference high enough to likely negate any CoMP coordination benefits.  A simple remedy is to configure some resources on which all macro cells do not transmit. In this way, boundary UEs can be scheduled on resources that are “clean” across cluster boundaries. It should be noted that such a solution requires only minimal coordination.  Completely static resource coordination could lead to losses in lightly loaded scenarios with bursty traffic models and therefore some mechanism to achieve adaptability could also be assumed.  
It is important to realize that the above concept of blanking resources by macro cells is not new but was investigated in detail as part of Rel-10 studies on eICIC. For illustration, we compare the CBF-CoMP coordination technique discussed above with the Rel-10 eICIC interference coordination mechanisms in Figure 3.1.  For Rel-10 eICIC, interference coordination is achieved in a TDM fashion by relying on almost blank subframes (ABS) during which the macro does not transmit PDSCH.  This enables picos/RRHs to schedule UEs in range expansion without having them severely interfered with by macro cells on such subframes.  Other subframes may be used for simultaneous transmission by both macro cells and picos/RRHs in which the latter may, e.g., target UEs close the pico/RRH cells which are not severely impacted by macro interference.  Even though the TDM pattern may be derived locally for each macro cell, implicit coordination across macros can be achieved by having a convention on the sequence with which subframes are designated as ABS depending on load conditions.  This can ensure that across macros clean subframes for picos/RRHs are available.  Consequently interference at the edges of macro coverage areas is alleviated.
The case of CoMP is shown on the right hand side of Figure 3.1.  Note that for this case coordination is limited to CoMP cluster 1 (including Macro1 and RRH1) but does not include the neighboring Macro2.  For Macro1 and RRH1, scheduling decisions are fully coordinated but CoMP cluster 2 may not know which resources are dynamically silenced.  Therefore, a semi-statically configured set of blanked resources is useful to mitigate boundary issues.  
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Figure 3.1: Comparison of HetNet CoMP and Rel-10 eICIC.
4 
Transmission Point Association

All CoMP scenarios considered in this study leverage cell splitting to improve system performance.  Based on our evaluations, we have observed that performance can be quite sensitive with respect to the chosen association scheme and we therefore think that it is important to discuss association schemes in detail in order to be able to compare schemes among companies. 
4.1 
Association Scheme for Scenario 3
For Scenario 3 as well as the Rel-10 eICIC baseline, we assume an association bias of 18dB. This value is achievable by leveraging CRS-IC capability at the UE and leads to significant gains over the co-channel baseline through a large degree of cell splitting.  

4.2 
Association Scheme for Scenario 4
For Scenario 4, it is necessary to use a different association scheme that is tailored to the common cell-ID configuration. As for Scenario 3, we strive to maximize the degree of cell splitting but care needs to be taken that UEs receive control with adequate geometry. 

For simplicity, we describe the CoMP association scheme used in Scenario 4 from the perspective of a given UE.  Clearly, in practice it would be the network that performs association decisions based on UE reports and/or sounding reference signals.  

In order to achieve maximum cell splitting gain, the CoMP association scheme considered in this contribution first ranks transmission points in order of increasing path loss (from the perspective of each UE).  Subsequently, each transmission point is considered in this order, checking whether it is indeed possible to select this transmission point from a control perspective.  A simple threshold is used to model control reliability: 
· Control geometry threshold.  A transmission point is considered feasible from a control perspective if the control geometry exceeds a threshold of -4dB.  This threshold is selected somewhat conservatively, taking into account that DCI format 2C which is used for TM9 has relatively high payload. 
Transmission points are considered in order of increasing pathloss and the algorithm stops with the first transmission point for which the above constraint is met. If no transmission point can be identified that satisfies the control geometry threshold, then the transmission point with largest received power is selected. 

For illustration, Figure 4.1 shows a typical case in which the control geometry threshold may be difficult to meet for UEs without CRS-IC.  UE2 in the figure is located in the cell range expansion area of RRH2 and from a system perspective it would be desirable to indeed associate it with RRH2.  However, in case CRS-IC is not available at UE2, it may not be possible to achieve satisfactory control geometry from eNB1/RRH1/RRH2.  While eNB2 can provide adequate control geometry it does not communicate with RRH2, therefore making an association of UE2 with RRH2 infeasible. Association with eNB2 would therefore likely be selected, resulting in decreased cell splitting. 
[image: image31.png]sScenario 3

e

(“» l.v.

eNB1

UE1 s capable

of CRS-IC and

can associate
with RRH2

cell bodndary
— control

— data

((‘;)

eNB2|

Scenario 4

eNB2is not connected to
H either RRH1 or RRH2

()
. B

eNB2

eNB1

: UE cannot get control

1 from eNB1, therefore

d needs to associate with

: eNB2
eNB1/RRH1/RRH2 are H
connected by fiber and H

have common ctrl region

cell bdundary
— control

— data





Figure 4.1: Illustration of boundary association issues.  
5 
Control Channel Capacity Limitations

A major difference between Scenarios 3 and 4 lies in how control is transmitted to UEs.  As shown in Figure 4.1, in Scenario 3, UEs receive both control and data from either the macro or one of the RRHs.  UEs that are located in the range expansion region of a UE can rely on interference cancellation and the concept of almost blank subframes (ABS) to achieve satisfactory decoding performance.  As separate control regions are kept per transmission point, cell splitting gain is also achieved for control transmissions, and control channel limitations are thus avoided. 

In contrast, Scenario 4 relies on a common control region among a macro cell and all of its associated RRHs. While some SINR gain results from transmitting control simultaneously from all transmission points, such gain is typically small and is outweighed by the dimension loss that results from having a common control region.  As the following simple analysis shows, even for 4 RRHs/cell, Scenario 4 runs into control channel limitations that lead to performance loss.  In our view, it is therefore important that control channel limitations be taken into account as part of the current CoMP study in order to understand realistic CoMP performance trends. 
Tables 5.1 and 5.2 illustrate this issue and use some simple analysis to estimate the potential performance impact due to control channel limitations.  Specifically, Table 5.1 shows the number of control resources that are available for a 2Tx system with up to 3 control symbols.  For simplicity a single aggregation level of 4CCEs is assumed.  For simplicity, additional limitations due to common and UE-specific search space are neglected. 

Table 5.1: Available control resources for a 2Tx system (4CCE aggregation level).

	
	1st control symbol
	2nd control symbol
	3rd control symbol
	Total

	Total REs
	600
	600
	600
	1800

	CRS
	-200
	0
	0
	-200

	PCFICH
	-16
	0
	0
	-16

	PHICH
	-24
	0
	0
	-24

	CCEs
	10
	16.7
	16.7
	43.4

	#PDCCH
	2.5
	4.2
	4.2
	10.9


Table 5.2 Example PDCCH allocation for Scenarios 3 and 4.

	
	Scenario 3
	Scenario 4

	Control symbols
	2
	3

	Total #PDCCHs
	6
	10

	UL grants
	1
	5*1

	Available DL grants
	5
	5

	DL grants per Tx point
	5
	1


Based on the available number of PDCCHs, Table 5.2 shows how these resources could be broken down for Scenarios 3 and 4, respectively.  For both scenarios it is assumed that a single UL grant per transmission point is used, such as to be at least able to schedule a single UL transmission per transmission point.  The remaining resources are then used for DL grants.  Note that the restriction of using a single UL grant would likely result in UL inefficiencies but here we made this assumption in order to allow at least one DL grant per transmission point in Scenario 4.  
For Scenario 3, due to the separate control regions for macro cell and RRHs, even with 2 control symbols, 5 PDCCHs are available per transmission point.  Through system-level simulations, it was verified that 5PDCCHs leads to negligible performance loss compared to the hypothetical case of having unlimited control resources. 
For Scenario 4, due to the common control region, 5 PDCCHs need to be allocated to UL grants (one for each transmission point). Even if spending 3 control symbols, this only leaves 5 PDCCHs for downlink grants.  After splitting up these 5 PDCCHs evenly for each transmission point, only a single PDCCH remains per transmission point.  As a result, it is clear that only a single UE can be scheduled per transmission point, thus removing any performance gain due to subband scheduling. 

Observation:  
· Scenario 4 suffers from control channel limitations and even for 4RRHs incurs losses compared to Scenario 3 due to an increased number of control symbols and loss of subband scheduling gain.  
· A loss of 17% compared to Scenario 3 is observed based on control channel limitation alone (approximately 10% due to loss of subband scheduling gain; additional 7% due to the increased number of control symbols).  The evaluations presented in the next section capture these control limitations.  The problem is further exacerbated as the number of RRHs increases. 
6
System Level Performance Evaluation
In this section we present system-level evaluation results for the CoMP scenarios discussed in this contribution and compare CoMP performance with the co-channel and Rel-10 eICIC performance baselines.  Both uniform and clustered UE droppings are considered in Table 5.1 and 5.2, respectively. Remaining simulation assumptions are listed in Table A.1 in the appendix. 
We would like to emphasize that the feedback overhead between the baselines (both co-channel and Rel-10 eICIC) and CoMP schemes is not aligned.  Specifically, while we use realistic feedback along the lines of LTE Rel-10 feedback for the baselines, we assume perfect channel state information (CSI) for the CoMP schemes.  While the assumption of perfect feedback is clearly not realistic, we consider it as a means to get idealized bounds on the CoMP performance. 
Based on the performance evaluations, we draw the following conclusions: 

· Overall CoMP performance gains. Despite the assumption of perfect CSI feedback for CoMP schemes, we observe only very limited CoMP gains in heterogeneous networks that barely outweigh the additional DM-RS overhead associated with TM9 transmissions.  For Scenario 3, gains are limited to less than 5%.  For Scenario 4 we see significant loss primarily due to the difference in association and control channel limitations.  
· Significant eICIC gains; marginal additional gain for eICIC+CoMP. From the co-channel results, we observe that Rel-10 eICIC achieves significant performance gains over a co-channel baseline: 73% median gain for Configuration 1 and 132% gain for Configuration 4b.  Given these significant gains, it is important to realize that CoMP needs to be benchmarked against an appropriately optimized Rel-10 eICIC baseline. 
· Control channel limitations.  As explained in Section 5, control limitations can be a major bottleneck for Scenario 4 and lead to loss of subband scheduling gain and increased control region size (about 17% compared to Scenario 3).  In contrast, Scenario 3 is not affected by this control limitations as cell splitting is also achieved for control transmissions.  
· Transmission point association.  CoMP scenario 3 can leverage the ability of some UEs to perform CRS-IC to improve cell splitting at the cluster boundaries where sufficient control geometry can otherwise not be achieved.  In contrast, Scenario 4 cannot leverage the ability of individual UEs to perform CRS-IC as all cell-IDs are chosen identical. 

· Inter-cluster coordination. Some static (perhaps OAM-based) coordination among clusters is indispensable to achieve competitive performance in the chosen setups.  As previously illustrated in [4], significant interference from neighboring clusters is otherwise incurred at CoMP cluster boundaries.  Configuring resources that are blanked by all macro cells on a system-wide scale are a simple remedy to this problem and is based on the existing Rel-10 eICIC concepts of almost-blank-subframes. 

Table 5.1: Performance evaluation for Configuration 1.
	Coordination area
	Scheme
	5% UE throughput [Mbps]
	Median UE throughput [Mbps]
	Average UE throughput  [Mbps]

	no coordination
	Co-channel
	0.412
	0.892
	2.472

	intra-cell
	Rel-10 eICIC
(baseline)
	0.575
(+40% over co-channel)
	1.547
(+73% over co-channel)
	2.768
(+12% over co-channel)

	intra-cell
	Scenario 3
	0.491
	-15%
	1.547
	+0%
	2.625
	-5%

	
	Scenario 4
	0.371
	-36%
	1.154
	-25%
	2.149
	-22%

	intra-site
	Scenario 3
	0.560
	-3%
	1.585
	+2%
	2.664
	-4%

	
	Scenario 4
	0.421
	-27%
	1.210
	-22%
	2.153
	-22%


Table 5.2: Performance evaluation for Configuration 4b.

	Coordination area
	Scheme
	5% UE throughput [Mbps]
	Median UE throughput [Mbps]
	Average UE throughput  [Mbps]

	no coordination
	Co-channel
	0.430
	1.123
	3.336

	intra-cell
	Rel-10 eICIC
(baseline)
	0.820
(+91% over co-channel)
	2.606
(+132% over co-channel)
	3.664
(+10% over co-channel)

	intra-cell
	Scenario 3
	0.754
	-8%
	2.659
	+2%
	3.561
	-3%

	
	Scenario 4
	0.568
	-31%
	2.119
	-19%
	2.930
	-20%

	intra-site
	Scenario 3
	0.839
	+2%
	2.693
	+3%
	3.593
	-2%

	
	Scenario 4
	0.637
	-22%
	2.161
	-17%
	2.931
	-20%


7 
Conclusions

In this contribution we have presented Phase 2 evaluation results for CoMP in heterogeneous networks.  The following observations can be drawn from our results: 
· No significant CoMP gains in heterogeneous systems. Despite the assumption of perfect CSI feedback for CoMP schemes (but realistic Rel-10 CSI feedback for the baselines), we observe only marginal CoMP gains in heterogeneous networks.  For Scenario 3, gains are limited to less than 5% after taking overheads into account.  For Scenario 4 we see significant loss primarily due to the difference in association and control channel limitations.  
· Significant eICIC gains; marginal additional gain for eICIC+CoMP. Compared to co-channel results, we observe significant gain with Rel-10 eICIC (73% median gain for Configuration 1 and 132% gain for Configuration 4b).  It is, therefore, important to realize that Rel-10 eICIC is the natural baseline for HetNet CoMP schemes.  This underscores the importance of benchmarking CoMP performance benefits against an eICIC baseline that is appropriately optimized. 
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A
Appendix
Table A.1: Simulation assumptions for the evaluations in Section 6. 
	Parameter
	Value
	Parameter
	Value

	Deployment
	3GPP Case 1, 57 cells
	UEs/cell
	25 for Configuration 1; 
30 for Configuration 4b

	Number of antennas
	2Tx, 2Rx
	CSI feedback
	Perfect CSI (for S3 and S4);
Rel-10 PMI/CQI/RI feedback (for co-channel and Rel-10 eICIC)

	Transmission scheme
	SU-MIMO with rank-adaptation
	Link adaptation
	non-ideal

	Antenna downtilt
	10 degrees
	Bandwidth
	10MHz

	Fast fading
	TU, spatially i.i.d., 3km/h
	Scheduling/feedback subband size
	6RBs

	Coordination area
	Intra-cell and intra-site for S3 and S4; 

Intra-cell for Rel-10 eICIC
	Receiver
	MMSE-IRC

	Association
	S3 & Rel-10 eICIC: 18dB association bias

S4: Minimum PL subject to -4dB minimum ctrl. geometry
	Overhead
	2 control symbols (for co-channel, Rel-10 eICIC and S3); 

3 control symbols (for S4)

DM-RS overhead included for S3 and S4 (co-channel, Rel10-eICIC are TM4-based; therefore no DM-RS overhead)
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