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1. Introduction
The second and final evaluation phase in the CoMP study item concerns system level simulations of heterogeneous deployments where low power RRUs act as pico points (nodes) and are connected with fiber to a macro point (node). Performance of CoMP on a dynamic basis is compared with conventional per point independent scheduling and with static subframe blanking from the macro.  
This contribution presents our simulation results for Scenario 3 and Scenario 4 and provides comments on the findings.

2. Simulation Assumptions

An overview of simulation assumptions is found in Table 7 in Appendix. A quick glance at the agreements on simulation assumptions in TR 36.819 shows that there is an overwhelming number of different options that may be simulated. To keep the simulation burden manageable, we try to stick to recommended/baseline assumptions as opposed to optional assumptions. In particular, we focus on 2x2 SU-MIMO with four pico points per macro point in the common case of cross-polarized antennas and study a simple form of CoMP – coordinated scheduling implementing dynamic blanking of macro resources.

Observation

· Number of simulation cases potentially overwhelming

· Simulation burden kept at a reasonable level by focusing on baseline assumptions

Baseline assumptions include a new and more realistic ITU based channel model. The channel model considers fast fading as well as more accurate long-term parameters and was recently introduced and incorporated into the CoMP TR 36.819, finally allowing heterogeneous deployments to be evaluated with at least a basic level of realism. For this reason, we focus our simulation efforts solely on the ITU based channel model and do not consider the previous partially incomplete channel models for heterogeneous deployments in TR 36.814.
Observation

· Use of the baseline ITU based channel model to approach a realistic scenario also for heterogeneous deployments

Full buffer simulations are common in a 3GPP context, despite corresponding to 100% resource utilization and thus unrealistically high and unstable system load. In studies of heterogeneous deployments, it is perhaps more important than ever to model non-full buffer traffic since it affects the dynamic resource needs of the different layers in the network hierarchy and therefore has potentially a substantial impact on CoMP performance. Non-full buffer traffic is therefore assumed throughout this contribution, thereby completely avoiding potentially misleading full buffer assumptions and adhering to the prioritization in the CoMP study item. 
Observation
· Use of the baseline assumption of non-full buffer traffic more important than ever for evaluating heterogeneous deployments
· Dynamically changing resource needs between macro and pico layer is otherwise completely ignored
3. Simulation Results Scenario 3

Scenario 3 concerns a heterogeneous deployment where each transmission point is associated with a separate cell-id. Because of the separate cell-ids, different CRS are transmitted from the different points and CRS from one point constitutes interference for the UEs of another point. The CRS interference impact on PDSCH is modeled and the results for a uniform user distribution (Config 1) are presented in Table 1 for three different transmission schemes, in line with the discussions on the email reflector. In all cases, a point selection offset of 8 dB was used and was found to produce good performance and offer reasonable pickup of traffic at the pico points. Note that served traffic is measured in bps/Hz/point so served traffic per macro coverage area is a factor of five larger.
HetNet without eICIC denotes conventional per point independent scheduling without any restrictions on the schedulers. Thus, the macro and pico layers work independently of each other and transmissions on the macro layer may occur on the same resources as transmissions on the pico layer, including transmissions to UEs in the range extension zone. The second scheme, HetNet with eICIC, describes a scheme where the macros are blanking subframes in a static fashion, according to the eICIC concept. The amount of blanking is chosen to take into account average load relations of the macro and pico layers. The CoMP scheme corresponds to a coordinated scheduling method where the macro blanks RBs on a dynamic basis within a CoMP cluster corresponding to a macro point and the four pico points within the coverage area of the macro point.
Perhaps surprisingly, the best performance is seen to be obtained by the simplest scheme of HetNet without eICIC, i.e., no coordination and no blanking, while both HetNet with eICIC and CoMP suffer significant losses, with the eICIC scheme showing by far the worst performance. Clearly, static blanking has great difficulties coping with the varying conditions of non-full buffer traffic even though average traffic conditions are taken into account.
Observation
· For Config 1, best performance is achieved by per point independent unrestricted scheduling (without eICIC)

· eICIC is not competitive and exhibits by far the worst performance
· Also CoMP shows losses
Table 1: UE distribution according to Config 1. Gains relative HetNet without eICIC.
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The relative performance of the schemes depends on the geographical distribution of the users. Table 2 indicates that CoMP offers the best performance in a hotspot scenario, Config 4b, while eICIC may provide gains or substantial losses depending on the load of the system.
Observation

· For Config 4b, coordinated scheduling (CoMP) outperforms both eICIC and per point independent unrestricted scheduling (without eICIC).

Table 2: UE distribution according to Config 4b. Gains relative HetNet without eICIC.
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4. Simulation Results Scenario 4

In Scenario 4, all pico points within the coverage area of a macro point share the same cell-id as the macro point. The same CRS may therefore be transmitted from all points and there is hence no CRS interference stemming from transmissions within the CoMP cluster. As will be evident from Section 1, this leads to improved performance.  Due to the absence of intra CoMP cluster CRS interference, the without and with eICIC cases are here referred to as without and with static blanking, respectively. This helps to distinguish the transmission schemes from normal eICIC operations which have to cope with CRS interference. Uniform user distribution again seems to fit the uncoordinated case well while CoMP shows gains at high load and some loss at lower loads. Static blanking is once more seen to be an unattractive option.
Observation

· For Config 1, CoMP shows gains at high load while some loss can be seen at lower load
· Static blanking is not competitive and exhibits by far the worst performance
· Overall, per point independent unrestricted scheduling works well
Table 3: UE distribution according to Config 1. Gains relative HetNet without eICIC.
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Table 4 shows that achieving coordination gains seems to be easier in a hotspot scenario, just as in Scenario 3.

Observation

· For config 4, both CoMP and static blanking show gains
Table 4: UE distribution according to Config 4b. Gains relative HetNet without eICIC.
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5. Scenario 3 vs. Scenario 4

The simulation results presented above for evaluating CoMP gains can also be used to compare the performance of Scenario 3 and Scenario 4. Figure 1 presents user rates as a function of served traffic. Clearly, the performance of Scenario 4 is vastly superior to the performance of Scenario 3, regardless of transmission scheme. This can be attributed to the absence of CRS interference in Scenario 4. CRS interference techniques on the UE side may to some extent reduce the performance gap, but it should be kept in mind that suppression techniques are far from perfect, legacy UEs don’t support CRS interference suppression, and it is clearly better to not emit interference at all than try to mitigate it after the fact.
Observation

· Scenario 3 suffers greatly from CRS interference due to the use of separate cell ids for each point
· Scenario 4 has 100% – 300%  higher 5%-ile user throughput than Scenario 3
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Figure 1: Mean and 5%-ile user throughput as a function of served traffic for Scenario 3 and scenario 4.

6. FTP over TCP

The non-full buffer traffic models in 3GPP, FTP Model 1 and 2, represent a substantial step forward compared to the ever so popular full buffer model. Nevertheless, a problem with the non-full buffer traffic models is that they represent rather homogeneous traffic; all UEs exhibit similar traffic needs while in reality different UEs may have vastly different needs of traffic. For example, there may be some UEs that only need small packets corresponding to chatty smart phone applications while other UEs simultaneously receive large data packets, perhaps corresponding to video streaming services. The homogeneous nature of FTP Model 1 and 2 is particularly unfortunate with respect to heterogeneous deployments where the dynamically changing traffic needs on the different layers are not properly reflected. 
It makes sense to study heterogeneous deployments in conjunction with heterogeneous traffic as opposed to only making the deployment heterogeneous. In an attempt to study the impact of somewhat less homogeneous traffic, we modeled FTP transmitted over TCP. More precisely, simulations were carried out where TCP slow start was modeled. TCP slow start means that even though the UE has data in the buffer, there will to some extent be short bursts of interruptions in the data traffic to the UE because the eNodeB is waiting for TCP ACK/NACKs in the process of ramping up the TCP window size. Those data interruptions can be exploited for on a dynamic basis scheduling another layer that has traffic.
Observation

· Modeling TCP in conjunction with FTP leads to less homogeneous traffic conditions than FTP Model 1 because of TCP slow start

· Traffic conditions are highly heterogeneous in practice

· Study of heterogeneous deployments should consider heterogeneous traffic

· Present homogeneous traffic models particularly ill-suited to study heterogeneous deployments

Simulation results for FTP over TCP are presented in Table 5 and Table 6 for Config 1 and 4b, respectively. Only Scenario 4 is evaluated because of the discouraging performance of Scenario 3. As seen, there are now significant gains of CoMP in Config 1 instead of the losses seen with the pure FTP Model 1. Static blanking still shows large losses while in Config 4b it is sort of a mixed bag with both losses and gains. On the other hand, CoMP shows robust gains without losses. 
Observation

· As expected, gains of dynamic coordination increases significantly when TCP is modeled
· Robust performance gains achieved
Table 5: UE distribution according to Config 1 for Scenario 4.
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Table 6: UE distribution according to Config 4b for Scenario 4.
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7. Summary and Conclusions
This contribution presented system level results for CoMP Phase 2 evaluation. Situations with uniform user distribution (Config 1) as well as hotspot user distribution (Config 4b) were considered in conjunction with the heterogeneous deployments Scenario 3 and Scenario 4. Overall, the findings can be summarized as
· CoMP was found to give significant gains in most scenarios except Config 1 for Scenario 3.
· Gains increase when more realistic traffic with TCP is modeled

· Reasonable to expect that gains increase even further with more heterogeneous and thus realistic traffic models

· Blanking via eICIC was not found to be offering competitive performance

· Scenario 4 performs much better than Scenario 3 because of substantial reduction in interference

· 100%  – 300% higher 5%-ile user throughput
8. Appendix

Table 7: Simulation Assumptions

	Parameter
	Assumption

	Deployment model
	Heterogeneous deployment according to agreed assumptions in scenarios 3 and 4:

High Tx power RRUs, zero backhaul/fiber latency

4 pico points per macro point

	Traffic model
	3GPP FTP Model 1 (unless explicitly mentioned otherwise, such as FTP over TCP)

Packet size: 0.5 Mbyte

	Channel model
	ITU based for heterogeneous deployments (c.f. 36.819)
All UEs are outdoor

	Scheduler
	SU-MIMO with proportional fair in time and frequency

CoMP: Coordinated scheduling across macro point and the 4 associated pico points

No CoMP: Each point is independently scheduled

	Point selection method
	8 dB point selection offset (PSO)

	Feedback
	Wideband PMI, 6 RB subband CQI,
6 ms feedback delay

	ACK/NACK based outer loop link adaptation adjustment 
	Yes: target BLER=10%

	UE speed
	3 km/h

	Bandwidth
	10 MHz

	DL Overhead
	Corresponding to FDD with:

3 OFDM symbols for control region

2 ports for CRS

	Max number of HARQ retransmissions
	5

	Transmit power per sector
	46 dBm

	Transmit power per pico node
	30 dBm

	BS antenna configuration
	2TX: 3GPP model. ±45° cross-pole 

Electronic tilt of 12 degrees is applied.

	UE antenna configuration
	2 RX: cross-polarized ±45°

	UE Receiver 
	MMSE with no interference suppression

	
	








