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Discussion and decision
1   Introduction

Following the CoMP Study Item description [1], RAN1 agreed in RAN1#63bis to handle the evaluation of CoMP in two steps regarding the backhaul characteristics [2]. In step 1, zero or point-to-point fiber latency and infinite capacity is assumed. Such characteristics correspond typically to intra-site CoMP, or to deployments involving Remote Radio Heads connected via point-to-point fiber to a centralised BaseBand Unit (BBU), or to clustered BBUs with tight coordination capabilities (also called a BBU hostel). In step 2, non ideal backhaul characteristics, i.e. non-zero latency and limited capacity, have to be investigated in order to assess how the performance of the investigated schemes will be affected in less favourable deployments.

In [2], operators provided initial views about how to model higher latency and lower capacity backhauls. In this contribution, we refine these views and propose actual numbers to use in the simulations.
2   Overview of mobile backhaul technologies
Actual mobile backhaul technologies can be classified in 3 main families:
· Optical fiber: point to point (needed for BBU Hostelling), point to multipoint (GPON)
· Copper: ATM, VDSL, etc.
· Microwave

The latency and capacity properties of each family are well characterized in [4] [5] [6], and summarized in Table 1 below (adapted from [4]). Overall, latency can range from 0 to 20 ms, and capacity ranges from a few Mbps to 10Gbps.
Table 1: Latency and capacity for common backhaul technologies, for one hop in a switched network
	
	Latency
	Capacity

	Copper (e.g., VDSL2, ATM ...) 
	VDSL2: 1-10 ms depending on interleaving (crucial for capacity).
	VDSL2: 100/100 Mbps (DL/UL) achievable over short distances (per copper pair)

Enhanced copper technology might allow higher capacity.

	
	ATM: 20 ms per node
	ATM: N x (1.5 – 2) Mbps, where N is the number of E1/T1 links

	Microwave Links
	<1-5 ms depending on technology/standard
	Up to 800 Mbps with one antenna (typical 300 Mbps)

	Fiber, GPON (point to multipoint)
	UL: Below 3ms with average delays up to 300 µs assuming no other traffic (i.e. queuing)

DL: Below 250 µs with an average of approx 100 µs
	1 Gbps and above

	Fiber (logical point-to-point)
	around 50 to 200 µs for G Ethernet
10G Ethernet has better performance
	1 Gbps and above


Given the peak data rate of practical LTE-Advanced UE categories (300 Mbps in DL / 100 Mbps in UL), the current backhaul technologies expected to be usable in practice (even without CoMP) are fiber and microwave, especially in dense areas where CoMP is expected to be the most useful.
3   Practical latency and capacity combinations
The actual backhaul latency depends on the technology (see Table 1) and on the network topology, i.e. the number of equipments between two communicating eNodeBs, and consequently the arrangement of the nodes in the network (e.g. in star, tree or other patterns) [6]. Indeed, practical deployment constraints will require the X2 logical link to go through several network nodes instead of a direct connection. Figure 1 gives an example of such a realistic topology, which mixes the ring and tree topologies. From the figure, it can be seen that the X2 between two neighbour eNodeBs can need to cross several aggregation routers. If queuing is activated on the aggregation routers for the yellow link (in case of congestion), an extra delay (typically of 1-3 ms) can be added to the latency.
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Figure 1: Example bakchaul network topology
Therefore, in a network deployment where each equipment is connected with point-to-point fiber (where latency for one hop is on the order of 100 µs), the actual X2 latency between two nearby eNodeBs can be on the order of a few milliseconds for some links, while remaining well below 1 millisecond for other links. 
In addition, the X2 between nearby eNodeBs might need to go one or more levels higher in the network topology (e.g. up to the first network controller or even to the core network) in order to guarantee the link security. This would also add a further extra delay to the link. In particular, in network deployments where the operator does not own the physical links (e.g. in a network sharing scenario), one possibility to garantee the link security is to establish an IPSec tunnel between each eNodeB and the core network. IPSec would adversely limit the latency (encryption and routing to the security gateway) and capacity of the link (high overhead), so that even with point-to-point fiber technology, normal latency (10-20 ms) would be retained.
Overall, we think (in line with [4]) that the following latency categories capture well the different configurations that can be encountered in practical deployments, accounting for both the available technologies and the practical deployment constraints:
· Zero latency: intra-site CoMP, RRH connected to BBU hostels via dedicated point-to-point fiber
· Very low latency <1 ms: point-to-point fiber, microwave
· Low latency 1-5 ms: fiber, copper, microwave
· Normal latency 10-20 ms: expected Rel-8 X2 deployment, fiber with IPsec
On the other hand, the backhaul capacity depends only on technology. According to Table 1 in Section 2, the following relevant capacity categories can be identified:

· 10 Gbps (e.g. 10 Gigabit Ethernet)

· 1 Gbps (e.g. Microwave, Gigabit Ethernet over fiber)

· 150 Mbps (e.g. enhanced copper technology)

For a given transport technology, the latency can belong to several latency categories depending on the actual deployment, but the capacity remains constant. For instance, for Gigabit Ethernet point-to-point fiber, the backhaul latency between two eNodeBs can belong to the very low and low latency categories depending on the number of nodes between the eNodeBs, but can be combined with a single capacity category (e.g. 1 Gbps). Therefore, the (latency, capacity) combinations should be so that one capacity category can be combined with different latency categories.
By matching the latency categories above with the capacity associated with the corresponding technologies, we identify the latency and capacity combinations captured in Table 2 below. We think these combinations are sufficient to cover all practical deployment scenarios. Note that these categories apply for both homogeneous and heterogeneous network deployments if the low power nodes are assumed to deliver the same peak rate as the macro node (per cell).
Table 2: Proposed latency and capacity combinations
	Combination
	Latency category
	Capacity category

	1
	Zero-latency
	10 Gbps (e.g. 10 Gigabit Ethernet over fiber)

	2
	Very low-latency
< 1 ms
	10 Gbps (e.g. 10 Gigabit Ethernet over fiber)

1 Gbps (e.g. Microwave, Gigabit Ethernet over fiber)

	3
	Low-latency
1 – 5 ms
	1 Gbps (e.g. Gigabit Ethernet over fiber)

150 Mbps (e.g. enhanced copper technology)

	4
	Normal latency

10 – 20 ms
	1 Gbps (e.g. fiber with IPsec)


4   Conclusions
We propose the following latency and capacity combinations to be studied for CoMP evaluations with higher latency and limited capacity backhaul:

Table 2: Proposed latency and capacity combinations

	Combination
	Latency category
	Capacity category

	1
	Zero-latency
	10 Gbps (e.g. 10 Gibabit Ethernet over fiber)

	2
	Very low-latency
< 1 ms
	10 Gbps (e.g. 10 Gibabit Ethernet over fiber)

1 Gbps (e.g. Microwave, Gibabit Ethernet over fiber)

	3
	Low-latency
1 – 5 ms
	1 Gbps (e.g. Gigabit Ethernet over fiber)

150 Mbps (e.g. enhanced copper technology)

	4
	Normal latency

10 – 20 ms
	1 Gbps (e.g. fiber with IPsec)


If several latency values need to be specified for evaluation, we suggest adopting {0, 1, 3, 5, 10, 20} ms. This would lead to the following latency and capacity values within each combination.
Table 3: Proposed latency and capacity values for evaluation

	Combination
	Latency value
	Capacity value

	1
	0 ms
	10 Gbps

	2
	1 ms
	10 Gbps 

1 Gbps 

	3
	1, 3, 5 ms
	1 Gbps

150 Mbps 

	4
	10, 20 ms
	1 Gbps 


Further prioritization between these combinations is possible.
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