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Discussion and decision 
1 Introduction 
In the last meeting, four deployment scenarios have been identified for CoMP [1]:

1. Homogeneous network with intra-site CoMP

2. Homogeneous network with high Tx power RRHs

3. Heterogeneous network with low power RRHs within the macrocell coverage

4. Network with low power RRHs within the macrocell coverage where the transmission/reception points created by the RRHs have the same cell Ids as the macro cell

Among the scenarios, Scenario 2 and 3 have been identified as the target scenarios for modelling of higher latency and lower capacity backhaul as illustrated in Figure 1.
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Figure 1: Illustration of Scenario 2 (left) and Scenario 3 (right)
In this contribution, we consider the aspect of low-capacity/high-latency backhaul for intra-eNB inter-site CoMP (Scenario 2 and 3), and propose some recommendations for further consideration in RAN1.
2 Discussion
2.1 Consideration of low-capacity/high-latency backhaul for Intra-eNB Inter-site CoMP

Step 1 of the CoMP evaluation assumes negligible latency between sites [1]. Whilst negligible backhaul latency assumption has been the current CoMP evaluation priority and is certainly useful to get insight on the upper bound performance of CoMP, the effect of non-negligible backhaul latency which can range from <1ms to 20ms [2]

 REF _Ref285730165 \n \h 
[3]

 REF _Ref285729008 \n \h 
[4] cannot be neglected when it comes to the actual design of CoMP, although the level of impact differs depending on the CoMP scheme, e.g. the impact is expected to be greater for CoMP JT compared to CoMP CS/CB.
There are different backhaul technologies with different latency and capacity capability as shown in [3]

 REF _Ref285729008 \n \h 
[4] which is summarised in the table below.
Table 1: Summary of latency and data rate for various backhaul technology

	Backhaul link technology
	Latency
	Data rate

	Copper
	1-10 ms
	100 Mbps

	Microwave
	<1-5 ms
	< 1 Gbps

	Fiber
	<1 ms
	>1 Gbps


Lower capacity/higher latency backhaul between transmission sites (or transmission point, TP) should be taken into account in LTE CoMP design. Focusing on CoMP design assuming 0ms backhaul latency will restrict the possible deployment scenarios or scheduler implementations for CoMP. On the other hand, optimizing design for 20ms delay can result in an inferior CoMP design that cannot take full advantage of the availability of proprietary links of intra-eNB cells and more advanced backhaul communication links available today, e.g. fiber. In our view, classification of different backhaul latencies for CoMP performance evaluation purpose e.g. as proposed in [4] can serve as a good starting point: latency classification of 0ms, < 1ms, 1-5ms and 10-20ms. As zero-latency is already being evaluated and 10-20 ms delay is worst case (X2) delay which is more relevant to inter-eNB CoMP, we could prioritize 1-5ms for further evaluation for the intra-eNB scenarios. 
Recommendation 1: For CoMP performance evaluation with non-zero latency, prioritize the 1-5 ms latency assumption. 
2.2 CoMP scheduling coordination delay
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Figure 2: eNodeB architectures (user plane) with (a) distributed scheduler and (b) centralized scheduler
Figure 2 shows two possible CoMP scheduling implementations for intra-eNB CoMP. In case TPs are geographically separated, the TPs would be likely to have separate PHYs. However, the scheduler implementation could be done in at least two different ways: distributed scheduling with MAC layer coordination as shown in Figure 2(a) and centralized scheduling as shown in Figure 2(b). Depending on whether a centralized scheduler or distributed schedulers are assumed, which scheduling coordination method is used and the type of backhaul link assumed, a different CoMP coordination delay would be incurred. 

1. When we consider distributed scheduling, we may consider the following list of delays contributing the overall CoMP coordination delay:

· CSI exchange delay: For scheduling coordination, CoMP TPs’ schedulers may want to know all the CoMP TPs’ CSI associated with each CoMP UE.

· HARQ-ACK exchange delay: In some scenarios, HARQ-ACK for each CoMP transmission can be received at only one TP, and the HARQ-ACK may have to be shared among the TPs’ schedulers.

· Scheduling coordination delay: Scheduling coordination does not come for free, and it could require CoMP TPs to exchange messages among each other, or to transmit messages from one TP to another. 

2. When we consider centralized scheduling, we may consider the following list of delays the contributing overall CoMP coordination delay:

· CSI transmission delay: The central scheduler would want to know all the CoMP TPs’ CSI associated with each CoMP UE.

· HARQ-ACK transmission delay: HARQ-ACK for each CoMP transmission can be received at TPs, and the HARQ-ACK should be transferred to the central scheduler.

· Central Scheduling delay: After collecting all the inputs for the central scheduling, the central scheduler takes some time to find a scheduling strategy for each subframe. 

· Scheduling decision transmission delay: The scheduling decision made in the central scheduler should be transferred to the CoMP TPs. 

As stated above, CoMP coordination would involve message exchanges among the CoMP TPs and schedulers. A different CoMP design would require a different number of exchanged messages among CoMP transmission points before a CoMP PDSCH transmission takes place. As number of exchanged messages increases, a better scheduling coordination could be achieved for further improving CoMP throughput; however at the same time the backhaul scheduling delay would grow and the CoMP CSI may expire, which would impact negatively on the CoMP throughput.  

In addition to CSI exchange/transmission delay, other delays resulting from message exchanges could be also taken into account in the evaluations for a CoMP design, by counting the number of message exchanges required for each CoMP transmission. For example, if microwave backhaul is assumed and 2 ms backhaul latency is accordingly assumed, then one message exchange between two transmission points would require at least 4 ms backhaul latency, while one-way message transfer from one transmission point to another transmission point would require only 2 ms. In this case, one CoMP design requiring one-way message transfer per CoMP transmission would have 2 ms scheduling delay, while another CoMP design requiring a two-way message exchange per CoMP transmission would have 4 ms scheduling delay. Seeing the potential difference of message exchange delays between different CoMP schemes, we realize that a CoMP throughput of a CoMP scheme would be meaningful only when this message exchange delay for scheduling coordination as well as CSI exchange/transmission delay is correctly taken into account. 

Observation: CoMP message exchange/transfer delay for scheduling coordination is CoMP design-specific. 

Recommendation 2: Take CoMP scheduling coordination delay into account in the CoMP evaluations with non-zero latency as well as CSI exchange/transmission delay.
3 Conclusion
In this contribution, we considered the issue of low-capacity/high-latency backhaul for intra-eNB inter-site CoMP. Our conclusions are as follows:
Recommendation 1: For CoMP performance evaluation with non-zero latency, prioritize the 1-5 ms latency assumption. 
Recommendation 2: Take CoMP scheduling coordination delay into account in the CoMP evaluations with non-zero latency as well as CSI exchange/transmission delay.
· Observation: CoMP message exchange/transfer delay for scheduling coordination is CoMP design-specific. 
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