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1. Introduction
It has been proposed to evaluate the performance benefits of CoMP operation and the required specification support for the following scenarios in release 11[1]: 
· Inter- and intra-site CoMP in homogeneous macro networks 

· Coordination between a cell(s) and the distributed RRHs connected to the cell(s): negligible latency is assumed over the interface between a cell(s) and the RRHs connected to the cell(s). The RRHs may or may not form separate cells from the cell to which they are connected. 

· Coordination between different cell layers in heterogeneous networks: coordination is performed between a macro cell(s) and small cells in the coverage of the macro cell(s). The small cells may be non-uniformly distributed in the coverage of a macro cell(s).
This contribution discusses key points in distributed RRH modeling and addresses the issues of antenna calibration and uplink SRS interference modeling.
2. Discussion on RRH
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                           Figure 1 downlink transmission with Distributed RRHs

Distributed RRHs can be used to provide indoor coverage and outdoor coverage. In figure 1, downlink transmission with distributed RRHs is shown. 
Timing difference
One can use CPRI or other technologies to link the distributed RRHs to the baseband processing unit of an eNB. In optical fibers, light travels at about 2/3 of light speed in vacuum. Suppose that one places distributed RRHs at neighboring sites separated by 500 m (the site-to-site distance in 3GPP Case 1). The timing difference between uplink signals received at those sites from a UE at equal distance to them can be as high as 2.5 microseconds (500 m /(3e8 m/s x 2/3)). It is also apparent that the timing difference is actually a function of the UE’s location. For uplink processing, UE-specific and RRH-specific timing adjustment at baseband processing can be used to handle the timing difference among distributed RRHs for each UE, even though that incurs additional complexity compared with the case of co-located antennas. For downlink transmission, UE-specific and RRH-specific timing adjustment is more difficult. Even links between the baseband processing unit and each distributed RRH are fully calibrated and compensated; some UEs will still see substantial timing difference in signals from different RRHs. We find the following requirement In TS 36.104[2]:
6.5.3 Time alignment between transmitter branches

In Tx Diversity and spatial multiplexing, signals are transmitted from two or more antennas. These signals shall be aligned. The time alignment error in Tx Diversity and spatial multiplexing transmission is specified as the delay between the signals from two antennas at the antenna ports.

6.5.3.1 Minimum Requirement

The time alignment error in Tx Diversity or spatial multiplexing for any possible configuration of two transmit antennas shall not exceed 65 ns.
The path difference between RRHs and a UE needs just to be above 19.5 meters to violate the above requirement. Due to the combined effect of pathloss and shadowing, path difference above 19.5 meters should be seen quite often in deployment scenarios with site-to-site distance at 500 m. Due to the path difference, relative phase ramp seen in the frequency domain signals from different RRHs can pose problem for schemes like wideband beamforming. Alternatively one can argue that requires CQI feedback at finer granularity than that in previous releases. 
To avoid modeling the timing difference explicitly, one solution is to consider the timing difference when forming a COMP set for a certain UE to make sure that transceivers in a COMP set have similar timings. This solution can severely limit the area in a network benefitting from COMP.
All in all, we can see that the timing difference among different distributed RRHs needs to be properly modeled.

Frequency coherence

In multi-antenna transmit & receive, frequency coherence is normally assumed. In the study of COMP with distributed RRHs, it is important to state the assumption on how frequency coherence is achieved.
3. Antenna calibration
In TDD systems typically reciprocity calibration is enough for single-cell operation where CSI feedback is obtained using SRS [3]. Reciprocity calibration here refers to equating the effective response of an antenna port at the eNB for transmission and reception. In TDD/FDD for optimal single cell operation with codebook feedback baseband calibration (that equates the effective response of an antenna port at baseband to the RF response of the antenna port) is necessary. Conventional reciprocity calibration or baseband calibration will not be enough for JP due to uncompensated phase differences across cells needing changes to existing macro eNB calibration algorithms. In addition to antenna calibration, another effect is due to a mismatch of delays from the baseband to RF for each Tx antenna element [4]. Our proposal is to consider the aspect of antenna calibration for the performance evaluation of CoMP for both homogeneous and heterogeneous networks. Specifically, a model for uncalibrated antennas or an antenna calibration error model may be included in the evaluation methodology.
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4. Uplink SRS model

As part of CoMP evaluation in RAN1 earlier [5] several feedback methods were evaluated. In the case of uplink SRS based CoMP, however, uplink interference has been ignored for simplicity. It may be noted that the performance benefit of CoMP is most relevant for UEs that receive comparable power from more than one eNB. This in turn means that it is highly probable that the uplink interference is significant for such UEs. Therefore in the interest of producing realistic performance results we suggest the inclusion of a simple model for uplink interference in the case of SRS based CoMP. 
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