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1. Introduction
The CoMP approach has received significant interest lately, mainly due to harsh interference in network deployments with heterogeneous nodes and also due to expectations of consistent performance and user experience for new applications and traffic types, which may have to be supported irrespective of the location of users in the cell. On the other hand, additional complexity may also be needed for some advanced CoMP schemes like multi-cell channel measurements and support of new feedback modes at the receiver. One of the natural developments for UE is also to support advanced receiver capabilities and multiple antennas to further improve CoMP gains, which should also be considered in CoMP studies. Nevertheless, it would be preferable to obtain most of the gains for low complexity UEs as well.
Further, it is also understood that there are significant challenges to realize the potential gains as already recognized from previous studies from many companies. In our view, focus should be on schemes that provide meaningful performance improvements across different scenarios including channel models, antenna configurations, deployment scenarios and traffic models in a robust way. As captured in [1], RAN1 decided to focus phase-1 evaluations on homogeneous high power RRH based deployments and later extend the studies to include other scenarios with low power RRH, heterogeneous networks and non full buffer traffic models.  

In this contribution, we will outline joint processing schemes for RRH and provide some preliminary results.
2. Joint Processing Operation with RRH 
RRH deployments are beneficial as they provide more modular system architectures to suit the specific needs of deployments. Multiple RRHs can be typically controlled by a single eNB under a centralized scheduler. Though the baseband and the antenna equipment are separated, they can be connected by a high capacity link which could allow low latency and high capacity coordination. Significant gains in coverage can be expected by coordination depending on the number and placement of RRH. Further, it is possible that larger gains for cell edge UEs are likely achieved in asymmetric loading scenarios which occur with real traffic models.

As an example, a deployment with multiple RRH connected by fiber to centralized baseband equipment is illustrated below. In this case, a UE is dynamically served by multiple RRH using joint coordination techniques.
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Clusters/groups of RRH can be configured in advance for measurement and feedback purposes. Further, the physical antenna ports of different RRH can be mapped to orthogonal CSI-RS ports and UE feedback can be configured based on measurements on CSI-RS. One option is to implement UE feedback based on a codebook extending the current codebook designs or reusing the existing codebooks. It is also possible to set up feedback for a set of transmission points determined by the eNB. Further details are discussed in the following section and further discussion on configuring a cluster of RRH as a single ID is provided in companion contribution [2].

2.1. Joint Scheduler

A joint scheduler can essentially allocate the data intended for a UE through one or more RRH controlled by the eNB. This could lead to many possibilities for scheduler to consider. However, we note due to restrictions on feedback that a UE can support with reasonable complexity, the transmission hypotheses can be considerably simplified, while still achieving meaningful gains. In our study, a UE is enabled for joint processing from up to two RRH, if the long term signal power from multiple RRH is within 10 dB, but the total number of RRH coordinating is limited to two. In a real system operation, such decision at eNB can be made based on uplink measurements at the eNB or some long-term feedback from UE. 

2.2. UE Feedback

The feedback must be modified to take advantage of joint JP scheduler at the eNB, while not introducing significant complexity at the UE. One possibility, which we study here as a first effort, is reusing existing feedback schemes from Release-10. We assume that the UE reuses existing 2 and 4Tx codebooks.  The corresponding CQI/PMI/RI are also reported assuming codebooks in a way that is similar to Release-10. PUSCH 3-2 mode is used for feedback with a subband size of 6 RBs.
2.3. Overhead

For overhead, orthogonal CSI-RS ports are assumed from all the RRHs in a cluster (9 RRHs), which results in 18RE overhead per PRB (we assume 2-Tx RRH), with a duty cycle of 10ms for CSI-RS transmission. Rate-matching around CSI-RS REs for the subframes is not explicitly modeled in this preliminary result. DMRS port overhead is modeled as 12 REs/RB, with support of up to rank 2. 
3. Evaluation Results
The evaluation is based on 57 cell layout, but with joint processing between the center cluster of 9 RRHs. 10 UEs are dropped per cell, for a total of 90 UEs in the cluster area. A joint scheduler computes the RRH and UE assignment based on UE feedback of CQI/PMI/RI to maximize the sum rate over the cluster of RRH. 

Further details of evaluation and the CDF of UE spectral efficiencies are included in the appendix. The result is captured in the table below. 
	
	Mean SE/RRH
	5% UE SE

	SU-MIMO
	1.41
	0.043     

	JP with 9 RRH
	1.58 
(12%)
	0.055 

(28%)


Table 1: Cell Spectral Efficiency for JP evaluation with UMi 
We note that larger gains of up to (28%) are obtained for cell edge UEs, while also obtaining meaningful increase in cell average gains (12%) as well. In this study, we did not consider certain impairments like time/frequency synchronization errors, more detailed overhead modeling, control channel modeling, traffic models etc., which should be considered further in phase 2 evaluations and could further change the results.  
Another observation to note is that inter-cell interference (the interference outside the cluster of 9 cells) is still a significant part of edge UE interference, and also somewhat limits the gains since significant interferers of many UEs can be located outside the cluster. This could be very sensitive to how the channel models are simulated, for example relating to LOS models, shadow fading etc., which could heavily bias cell association behavior. Further discussions on channel models for simulations can be found in a companion contribution [4].  We also prefer to use ITU channel models to avoid mixing SCM and ITU models and allow better comparisons between different scenarios 1-4, and also due to the SF correlation models supported in ITU. We have no strong preference between ITU UMi or UMa which are somewhat similar (other than ISD and UE speed), but we have disabled LOS in our results here, which could give similar observations as Case-1 (also no LOS).
Further additional cluster sizes of 21 and 57 would also need some scaling or change of layout to accurately reflect outside cluster interference and may not correspond to real world scenarios. It may be better to use JP across larger number of cells for low power RRH and hetnet scenarios.
We also expect that largest gains will be obtained in systems with smaller number of antennas, for example 2Tx antennas considered here and particularly cross-pole deployments. Hence it makes sense to prioritize 2 and possibly 4 transmit antennas for further studies to focus simulation efforts. 

4. Conclusions

Based on the evaluations presented here, we observe that:
i) Joint processing for RRH results in 12% gains for cell average and 28% gains for cell edge throughput over single-cell MIMO. Additional gains may be obtained with more realistic non-full buffer traffic models in further studies, but also dependent on other impairment models. 

For simulation assumptions in further studies, we also recommend to,
ii) Limit the cluster size to 9 cells and consider larger cluster sizes for joint processing evaluation for low power RRH and Hetnet scenarios, and
iii) Prioritize 2 (and optionally 4) transmit antennas for further studies.
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APPENDIX

	Parameter
	Value

	Performance metrics
	Full buffer traffic: Cell capacity, Cell-edge user throughput



	Deployment scenarios
	Homogeneous network with high Tx power RRHs [Scenario 2]
The central entity can coordinate 9 cells as a baseline (Reference layout below) 
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	Simulation case
	ITU UMi [LOS Turned OFF]

	High power RRH Tx power (Ptotal)
	Same as Macro

	Number of UEs per cell
	10


	System bandwidth
	10 MHz 

	Possible transmission schemes in DL
	i) SU-MIMO

ii) Intra-eNB JP-CoMP

	Legacy UE impact
	Not modeled

	Network synchronization
	Ideal Synchronization

	Number of antennas at transmission point
	2

	Number of antennas at UE
	2

	Antenna configuration
	2 Tx antennas, 1 column, cross-polarized: X



	Antenna pattern
	For macro eNB and high-power RRH: Annex A 2.1.1.1 Table A.2.1.1-2



	eNB Antenna tilt
	For macro eNB and high-power RRH:

Annex A 2.1.1.1 Table A.2.1.1-2 in TR36.814


	Feedback scheme (e.g. CQI/PMI/RI/SRS)
	Implicit Feedback

Other details in contribution

	Channel estimation
	Modeled 

	UE receiver
	MMSE

	DL overhead assumption
	Same overhead assumed for all schemes.

	Placing of UEs
	Uniform distribution

	Traffic model
	Full buffer 

	Backhaul assumptions
	 Point-to-point fiber, zero latency and infinite capacity

	Link adaptation
	Non-ideal

	Allocation
	Subband Size of 6 RBs; Subband CQI/PMI

Wideband RI

	No of Drops
	10

	Inter-cell Interference Modeling
	Scheduling is not modeled in the rest of 48 cells, but the frequency selective interference is considered from up to 6 significant interferers and the rest are modeled as flat AWGN.

	Feedback Mode
	Similar to PUSCH 3-2, 10ms report cycle


Table 1: System simulation parameters for JP Evaluation
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