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1 Introduction
Significant progress was made on the simulation assumptions during last meeting. However, the modeling of constraints from backhaul insufficiency remains open so far. In this contribution, we will show our views on the modeling of backhaul latency and capacity constraint.
2 Latency analysis and modeling
The backhaul latency is categorized in [1] as follows:

· Minimal latency (in the order of μs) for eNB to RRH links
· Low latency (<1 ms) associated with co-located cells or cells connected with fiber links and only limited number of routers in between
· Typical inter-cell latency associated with X2 interfaces.
The consequence of backhaul latency is twofold: increasing CSI delay and increasing packet delay. The time interval between CSI measurement and the packet transmission is defined as CSI delay. Due to backhaul communication for cooperation, the CSI used for coordinated transmission may be not valid as the latest, i.e., CSI delay is increased by at least the backhaul latency, and hence it may result in performance degradation. Packet delay is defined as the time interval between a packet is received in the transmit buffer and the packet is to be transmitted. When a transmission point (TP) starts a scheduling procedure for a UE, its packet can only be transmitted after the scheduling procedure including the backhaul communication finishes. That is, packet delay would be increased by the backhaul latency as well. Packet delay should be accounted in the total time needed to download the packet data. The CSI delay and packet delay are discussed for distributed scheduling and centralized scehduling respectively.
2.1 Distributed scheduling
Each transmission point makes scheduling decisions individually taking into account scheduling decisions of cooperating points, which are obtained via backhaul communication. There are two types of distributed cooperation: interactive and noninteractive cooperation.
2.1.1 Interactive cooperation

By interactive cooperation, transmission points coordinate the scheduling decisions by one or several times of backhaul communication. After the cooperation procedure is finished, the scheduled data from multiple transmission points are sent out simultaneously. The procedure is illustrated in Figure 1. TP1 first schedules packet data based on its collected CSI and traffic condition. Then TP1 sends its scheduling decisions to TP2 via backhaul. The scheduling decisions may include the scheduled UE identity, its associated time/frequency resource, and CSI. TP2 then makes scheduling decision based on its own collected CSI and traffic condition, as well as the received information from TP1. If number of iteration is configured to be more than 1, TP2 will send its scheduling decisions back to TP1. TP1 then updates its scheduling based upon the received scheduling information from TP2. The process continues until it reaches the maximum iteration number. Once the process is terminated, packet data of the two transmission points are transmitted simultaneously.
The packet delay is the time interval from receiving of the packet to the beginning of packet transmission, and can be expressed as
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where 
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is the processing time for TP to make scheduling decisions, and 
[image: image3.wmf]delay

backhaul

T

_

is the backhaul delay. 
During the process of cooperation, the CSI could be updated due to UE’s new feedback arriving or new SRS transmission. Therefore, delay of CSI should only account for the last around of iteration and feedback delay
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where 
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is the CSI feedback delay from UE to TP. Generally speaking, CSI delay is less than packet delay.
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Figure 1: Interactive cooperation between two transmission points

2.1.2 Noninteractive cooperation

By non-interactive cooperation, one transmission point sends out its scheduling decisions and then spends a predefined waiting time interval 
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. The target transmission point receives the scheduling decision and makes its own scheduling according to the received information as well as its traffic condition. The target transmission point should align its transmission with the source transmission point. 
According to definition of packet delay, it can be calculated as
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The actual delay caused by backhaul and scheduling is calculated as
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In order to make sure that, the scheduling information is valid at the target TP, the value of 
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should be selected such that packet delay is greater than actual delay. By this way, the target point is able to align its transmission with the source transmission point. Otherwise, the information is invalid when target TP tries to use it. Due to the fact that, the backhaul delay is a variable, the value of 
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with certain percentage. For robust operation, 
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can be set as the upper bound of backhaul delay to derive a proper value of 
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 for X2 interface.
The CSI delay can be calculated as
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where 
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is the CSI feedback delay from UE to TP.

[image: image18.emf]scheduling scheduling

…...

…... transmission transmission

scheduling transmission transmission

TP1

TP2

packet delay

s

e

n

d

in

g

 

s

c

h

e

d

u

li

n

g

 d

ec

i

s

io

n

s

backhaul delay


Figure 2: Noninteractive cooperation between two transmission points
2.2 Centralized scheduling
By centralized scheduling, CSI collected by each transmission point are first sent to a central processing unit (CPU). The CPU makes the scheduling decision and then distributes the scheduling decisions and packet data to each transmission point respectively. 
The CSI delay can then be calculated by 
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where 
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is the backhaul delay caused by transmission of CSI over backhaul; 
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is the backhaul delay caused by distribution of packet data and scheduling decisions. They are typically different, since the packet data occupies much more resources than them for CSI.

The packet delay is composed of scheduling delay and backhaul delay
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Figure 3: Illustration of centralized scheduling
Proposal: Effect of backhaul delay is modelled by packet delay and CSI delay, and backhaul delay is fixed as 20ms for X2 interface in  the modeling.
3 Capacity analysis and modeling
Regarding the backhaul capacity, the main difference among different transmission schemes is that whether packet data for intended UE should be distributed among transmission points or not. Without packet data distribution, the backhaul would convey scheduling information and CSI information. Capacity requirement of scheduling information and CSI information is far below the current capacity of various backhaul, and hence can be ignored.
Proposal: The scheduling and CSI information can be exchanged without breaking the capacity constraint.
For data distribution, considering the nature of wideband transmission, hundreds of Mbps data rate is a basic requirement. Multiplied by the number of cooperating points, the data rate can be as high as several Giga bps.  But the data can be exchanged without problems if the transmission point is connected by X2 interface using fiber cables.
Proposal: The packet data can be exchanged without problems over fiber X2 interface.
4 Conclusion

In this contribution, modeling of backhaul latency and capacity constraint are discussed. Effect of backhaul latency is analyzed from the perspective of packet delay and CSI delay. 
Proposal: Effect of backhaul delay is modelled by packet delay and CSI delay, and backhaul delay is fixed as 20ms for X2 interface during the modeling.
In terms of capacity constraint, we propose to assume that the backhaul is sufficient for transmission of scheduling and CSI information. For packet data transmission, fiber connection is sufficient.
Proposal: The scheduling and CSI information can be exchanged without breaking the capacity constraint.
Proposal: The packet data can be exchanged without problems over fiber X2 interface.
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