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1 Introduction

Coordinated multi-point processing (CoMP) is regarded as an important technique to improve the coverage and cell edge spectral efficiency by coordinating user scheduling and data transmissions among adjacent cells. In addition, CoMP can be combined with single-cell multi-user techniques to simultaneously improve cell average throughput. 

The third step in the work plan detailed in the updated CoMP SID [1] directs to evaluate constraints from lower capacity/higher latency communication between transmission points (including applicability and impact of these constraints) on performance gain of schemes/modes, and to develop corresponding simulation assumptions. Exact modelling of higher latency and lower capacity needs further study according to agreement in RAN1#63bis [2].
This contribution provides an analysis of the impact of the communication capacity and latency for different CoMP schemes, and proposes a model for the case of lower capacity higher latency backhaul.
2 Applicability of lower capacity/higher latency communication between transmission points

The updated CoMP SID includes new CoMP scenarios, namely coordination between a cell(s) and the distributed RRHs connected to the cell(s), and coordination between different cell layers and within a cell layer in heterogeneous networks. 
The following categories related to the capacity and latency of the backhaul can be found in TR36.814 Table A.2.1.1.2-1 and A.2.1.1.3:

	
	Backhaul

	Remote radio head (RRH) 
	Several µs latency to macro

	Pico eNB (i.e. node for Hot zone cells)
	X2

	HeNB (i.e. node for Femto cells)
	No X2 as baseline (*)

	Relay nodes
	Through air-interface with a macro-cell (for in-band RN case)


The performance of downlink/uplink multi-point transmission and reception, and advanced ICIC techniques is sensitive to the backhaul capacity and latency. In general, the backhaul latency could be classified into the following categories

-
Minimal latency (in the order of μs) for eNB to RRH links
-
Low latency (<1 ms) associated with co-located cells or cells connected with fibre links and only limited number of routers in between
-
Typical inter-cell latency associated with X2 interfaces.

The X2 backhaul latency, or more generally latency between new nodes, or new nodes and eNBs, or between eNBs, is highly deployment dependent such as whether there is a dedicated X2 fibre network or a generic IP network.

Among the homogeneous network, heterogeneous network and distributed antenna scenarios, there are relevant scenarios where a lower capacity higher latency backhaul should be assumed, as explained in a companion contribution [3]. More specifically, the case of a macrocell coordinating with picocells using a connection with typical inter-cell capacity and latency associated with X2 interfaces is relevant. 

Observation: relevant scenarios for the evaluation of CoMP therefore include cases where high capacity low latency communication between transmission points can be assumed, as well as cases where lower capacity higher latency communication between transmission points should be assumed. 

3 Backhaul Capacity Analysis for Different CoMP Schemes
In general, CoMP may be categorized according to different impact factors. According to the data availability among multiple cells, CoMP can be divided into joint processing (JP) and coordinated beamforming/scheduling (CB/CS). Both categories require CSI and/or scheduling information sharing among cells, but JP differs from CB/CS by requiring data availability at the coordinated cells in the cooperating set. Compared to JP, the backhaul load of CB/CS is much lighter since only channel info and scheduling decisions need be shared among eNBs. This makes CB/CS a facile solution in scenarios with limited backhaul capacity.

According to the set of coordinated eNBs, CoMP can be categorized as intra-eNB or inter-eNB CoMP. 

· It is natural for intra-eNB CoMP to support both data and CSI sharing among multi-cells with very low latency, which makes both intra-eNB JP and intra-eNB CB/CS easy to be deployed. 

· Inter-eNB CoMP relies on the backhaul link to support the CSI and/or scheduling information exchange among eNBs, where the latency is the common essential issue for both inter-eNB JP and inter-eNB CB/CS, and inter-eNB JP might have an additional problem of the backhaul capacity limit on the data exchanging for some scenarios. The backhaul load of inter-eNB CB/CS is much lighter since only channel state information and scheduling decisions need be shared among eNBs, which makes CB/CS an attractive solution for inter-eNB CoMP in scenarios with limited backhaul capacity. In addition, some CB/CS schemes might require very limited backhaul support. For example, CBS [4] only needs to exchange beam patterns at a very low rate compared with the backhaul requirement. On the other hand, it is the general understanding that CoMP schemes that require lower latency and higher capacity backhaul can potentially provide higher performance gain.
For both intra-eNB and inter-eNB CoMP, some information should be exchanged between coordinated points.  The communication contents and capacity model for different CoMP schemes are shown in Table 1. Note that the capacity requirement listed in table 1 means the throughput of information sent out from one cell to one coordinated cell. It is noted that the scope of cell coordination can vary scheme by scheme. 
Table 1 Communication contents and capacity model for different CoMP schemes
	Scheme
	Description
	Communication Content
	Communication Period

[ms]
	Communication Capacity Requirement per Cell

[kbps]

	
	
	
	
	

	CB/CS
	CBS
	Beam cyclic period and/or pattern，if any:

MCBS bit per cell
	TCBS 
	MCBS / TCBS 

	
	CBF with non-iterative scheduler
	CSI and scheduling information

MCSI and MSchebit per UE
	For CSI: TCSI
For scheduling information: TSche

	(MCSI / TCSI + MSche / TSche)x #CoMP_ UE 

	
	CBF with iterative scheduler
	CSI and scheduling information:

MCSI and MSchebit per UE
	For CSI: TCSI
For scheduling information: TSche
Number of scheduling: Niteration
	(MCSI / TCSI + 
 Niteration  x MSche / TSche )x
 #CoMP_ UE 

	JP
	Joint Transmission
	CSI and scheduling information

MCSI and MSchebit per UE
Shared data rate: Rdata kbps
	For CSI: TCSI
For scheduling information: TSche

	(MCSI / TCSI + 
 MSche / TSche + Rdata)x
 #CoMP_ UE

	
	Dynamic Cell Selection
	
	
	


(*) It is noted that the exact content and size of CSI and scheduling information corresponding to JP and CBF can be different

Based on the formulations given in Table 1, it is reasonable to assume the backhaul capacity requirement for JP is determined by the shared data rate, which can be in the order of 10 Mbps and is compatible with current backhaul requirement for signalling and data forwarding in handover procedures. For CB/CS even with iterative scheduling, the backhaul capacity requirement should be much less than in JP. In other words, a typical X2 interface is supposed to be enough for most existing CoMP schemes. 
If a backhaul capacity limitation is given, the backhaul capacity requirement of CoMP should not exceed the limitation. Backhaul capacity requirement could be controlled by constraining the number of users served in CoMP mode, cooperating set size and so on.
To better understand the backhaul capacity requirements, backhaul capacity associated with various CoMP schemes are analyzed and provided in Appendix I with both CSI, scheduling and shared data rated reasonably assumed.   
4 Backhaul Latency Analysis for Different CoMP Schemes
The actual latency and capacity between transmission points depend on the backhaul technologies. Considering the constraints from higher latency communication between transmission points, we can classify the popular CoMP schemes from different companies to four cases:

· Case 1: long-term information based CoMP, e.g. some CB/CS schemes such as CBS.

· Case 2: Short-term information based CoMP (CB/CS and JP) with centralized scheduler.

· Case 3: Short-term information based CoMP with distributed non-iterative scheduler.
· Case 4: Short-term information based CoMP with distributed iterative scheduler.

Here are some explanations about central scheduler and distributed scheduler:

· Central scheduler: a central scheduler may be implemented at one eNB (acting as the central scheduler) while the scheduling decisions may be then passed onto each individual eNB; 

· Distributed scheduler: eNB 1 makes the scheduling decisions for its own users first, and the decision is then passed onto other eNBs. Based on the scheduling knowledge of eNB 1, eNB 2 then makes its scheduling decision, which is then passed onto other eNBs. This decide-and-broadcast procedure is done for each eNB one by one until all eNBs are exhausted and counts. When iterative scheduler is used, multiple iterations may be allowed if necessary. Note that each eNBs may make its scheduling decisions at the same time while update these decisions based on the scheduling knowledge from other eNBs.
The following contents provide the communication latency modelling structure for these four cases.

To model the latency from X2 backhaul and its impact on the scheduler and performance, the following factors need to be considered:

· The backhaul transmission latency between the serving eNB and the coordinated eNBs.

· Processing delay of the eNB for scheduling and resource allocation, and etc.

· Number of iterations of iterative scheduling schemes, which introduces extra delays.

In the following subsections, examples on how to exactly model the delays caused by these factors are given for some typical situations. Note that one time of processing delay for scheduling and resource allocation is ignored because it is insignificant compared with higher backhaul transmission latency and comparable with non CoMP schemes. 
4.1 Case 1: long-term information based CoMP
In Case 1, the delay between the time the serving eNB sends the long-term information and the time when it is used in the scheduler of the coordinated eNBs shown as red arrow line in Figure 1, could be modelled as:

TLT = Tbackhaul 
- Tbackhaul is backhaul transmission latency between the serving eNB and the coordinated eNBs.
For the links between UEs and their serving cell, shown as blue arrow line in Figure 1, the scheduling delay could be modelled as:
Scheduling delay = 0
The total procedure is given in figure 1. It is worth to note that for this case both long-term CSI and coordination message (which may include the scheduling decisions) are shared among coordinated eNBs. For the coordinated eNBs, the TLT only occurs when the long-term information needs to be exchanged for re-configuring the CB/CS parameters, and the exchanging period of long term information via backhaul is much larger than backhaul latency. So TLT does not impact the scheduling delay if long-term information re-configuration is finished at the time when the old long-term information is out of date. 
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Figure 1. Information delay description of case1

4.2 Case 2: Short-term information based CoMP (JP and CB/CS) with centralized scheduler

This case fits both the intra-eNB CoMP and inter-eNB CoMP with direct fibre connection, where the multi-cell information exchanging latency can be neglected, i.e. set to zero. Therefore, the scheduling delay is determined by the processing delay within one eNB multiplied by the number of iterations.

Scheduling delay = Tprocess x  (Niteration-1)

- Tprocess is the processing delay of non-iterative scheduling in one eNB.

- Niterative is the number of iterations in the iterative scheduler

- Processing delay of the first iteration is ignored because it is similar with non CoMP schemes.
4.3 Case 3: Short-term information based CoMP with distributed non-iterative scheduler

This case fits the inter-eNB CoMP with normal backhaul link; eNBs make the scheduling decision by coordination, but without any iteration. It applies to inter-eNB non-iterative CB/CS schemes. 

If eNBs in cooperating set make scheduling decisions one by one, the scheduling delay for Ncooperating  cooperating eNBs is:

Scheduling delay = (Tbackhaul +Tprocess ) x ( Ncooprating-1)

- Ncooperating is the number of coordinated eNBs
If eNBs in cooperating set make scheduling decisions at the same time, and update these decisions based on the scheduling knowledge from other eNBs, the scheduling delay for Ncooperating coordinated eNBs is:

Scheduling delay =Tbackhaul +Tprocess 
- Information exchanging between each pair of coordinated eNBs is needed at the same time, and Tbackhaul may be vary among different links between communicating eNBs. So larger Tbackhaul should be assumed for a large number of coordinated eNBs, such as over 6 eNBs.
4.4 Case 4: Short-term information based CoMP with distributed iterative scheduler instead of centralized scheduler

The work flow of this case is described as following, as shown in figure 2:

· Firstly, eNB1 does the first processing to make scheduling decision;

· Secondly, eNB1 sends the short-term information, such as scheduling decision and short-term CSI, to eNB0 (iterative scheduler) for iteration;

· Thirdly, eNB0 processes all information from coordinated cells and makes the coordinated decisions;

· Finally, eNB0 sends it back to eNB1. Thus the first iteration period is finished.
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Figure 2. Illustration of the iterative scheduler procedure 

If eNBs in cooperating set make scheduling decisions one by one, the scheduling delay for multiple iterations is:

Scheduling delay = (Tbackhaul +Tprocess ) x  Ncooperating x Niteration
If eNBs in cooperating set make scheduling decisions at the same time, and update these decisions based on the scheduling knowledge from other eNBs, the scheduling delay for multiple iterations is:

Scheduling delay = Niteration x  ( Tbackhaul+Tprocess)

- Information exchanging between each two of coordinated eNBs is needed at the same time, and Tbackhaul may be vary among different link between communicating eNBs. So larger Tbackhaul should be assumed for large number of coordinated eNBs, such as over 6 eNBs.

With assumed parameters regarding both processing and backhaul delay, the scheduling delay associated with aforementioned cases are given in Appendix II.

5 Conclusion

This contribution provides some communication capacity and latency analysis between transmission points for different CoMP schemes.

Observations:
· Communication capacity between transmission points is not a limitation for most CoMP schemes.

· Higher latency communication between transmission points is tolerable for long term information based CoMP

· Higher latency communication may be tolerable for some simple inter-eNB schemes with small cooperating set size, which don’t require complex iteration and are not very sensitive to the scheduling delay.
· Higher latency communication is intolerable for short-term information and iterative scheduler based CoMP with large cooperating set size.

Proposals:
· For higher latency, assume the backhaul latency is a fixed value, such as 10ms for a small number of coordinated eNBs and 20ms for a large number of coordinated eNBs.
· Model the scheduling delay according to the methodology proposed in section 4.

· Evaluate the performance for some simple inter-eNB CoMP schemes (such as schemes with small cooperating set size and without iterative scheduler) based on the assumed scheduling delay model.
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Appendix I

According to the communication capacity model described in Table 1, we can calculate the typical and rough capacity. It is assumed that downlink cell average throughput is 60Mbps for 20MHz bandwidth, 10UEs per cell including 3 CoMP UEs and MCBS = 10, MCSI =10, MSche =30, Niteration =3, TCBS = 1000, TCSI =10, TSche =1, Rdata = 6 x103 : 

· CBS:  

Capacity Requirement per cell (without information exchanging): 0 kbps
Capacity Requirement per cell (with information exchanging): 10/1000=0.01 kbps
· CBF with non-iterative scheduler
Capacity Requirement per cell: (10/10+30/1) x 3=93 kbps
· CB/CS with iterative scheduler
Capacity Requirement per cell: (10/10+30/1 x 3) x 3=273 kbps
· Joint Transmission
Capacity Requirement per cell: (10/10+30/1 x 3+6 x 103) x 3=18273 kbps
· Dynamic Cell Selection
Capacity Requirement per cell: (10/10+30/1 x 3+6 x 103) x 3=18273 kbps
Appendix II: Typical Backhaul Latency Values for the System Evaluation

To capture the backhaul limitations in simulation, we propose to model the delay with a fixed value,such as 10ms [5], for typical inter-cell latency associated with X2 interfaces. According to the scheduling delay model described in section 2.1 we can calculate the typical scheduling delay. It is assumed that Tprocess = 1ms, Niteration = 1 or 3, Ncooperating = 3, Tbackhaul = 10ms for small cooperating set size, Tbackhaul = 20ms for large cooperating set size:

· Case 1: long-term information based CoMP:

Scheduling delay = 0ms
· Case 2: Short-term information based CoMP (JP and CB/CS) with centralized scheduler:

Non-iterative scheduling: Scheduling delay = Tprocess x  (Niteration-1)=1ms x (1-1)=0ms
3 iterations: Scheduling delay = Tprocess x  (Niteration-1)=1ms x (3-1)=2ms

· Case 3: Short-term information based CoMP with distributed non-iterative scheduler

If eNBs in cooperating set make scheduling decisions one by one:

Scheduling delay = (Tbackhaul +Tprocess ) x ( Ncooprating-1)=(10ms+1ms) x (3-1)=22ms

If eNBs in cooperating set make scheduling decisions at the same time, and update these decisions based on the scheduling knowledge from other eNBs.

For small cooperating set size:
Scheduling delay = Tbackhaul+Tprocess =10ms+1ms=11ms
For large cooperating set size:
Scheduling delay = Tbackhaul+Tprocess =20ms+1ms=21ms
· Case 4: Short-term information based CoMP with distributed iterative scheduler:

If eNBs in cooperating set make scheduling decisions one by one. The scheduling delay for multiple iterations is:

1 iteration:Scheduling delay = (Tbackhaul +Tprocess ) x  Ncooperating x Niteration=(10ms+1ms) x 3 =33ms

3 iteration:Scheduling delay = (Tbackhaul +Tprocess ) x  Ncooperating x Niteration=(10ms+1ms) x 3 x 3=99ms

If eNBs in cooperating set make scheduling decisions at the same time, and update these decisions based on the scheduling knowledge from other eNBs.

For small cooperating set size:
1 iteration:Scheduling delay = Niteration x  ( Tbackhaul+Tprocess) =1 x (10ms+1ms)=11ms 
3 iteration:Scheduling delay = Niteration x  ( Tbackhaul+Tprocess) =3 x (10ms+1ms)=33ms
For large cooperating set size:
1 iteration:Scheduling delay = Niteration x  ( Tbackhaul+Tprocess) =1 x (20ms+1ms)=21ms 
3 iteration:Scheduling delay = Niteration x  ( Tbackhaul+Tprocess) =3 x (20ms+1ms)=63ms
From the above preliminary calculation results, it is easy to see that Case 1 is applicable whether backhaul latency is low or high and the delay is also tolerable for case 2 with short term CSI information. However, Case 4 with multiple iterations and large cooperating set size has obvious longer and intolerable delay if short term information is used. Case 3 and case 4 with small cooperating set size can be used in some simple inter-eNB schemes, which don’t require complex iteration and are not very sensitive to the scheduling delay. Therefore, we can conclude that case 4 (Short-term CSI based CoMP with iterative scheduler with multiple iterations and large cooperating set size) has intolerable scheduling delay and short-term CSI based CB/CS schemes are not promising solutions in practical systems.

Observation:
· Higher latency communication between transmission points is tolerable for long term information based CoMP

· Higher latency communication may be tolerable for some simple inter-eNB schemes with small cooperating set size, which don’t require complex iteration and is not very sensitive to the scheduling delay.
· Higher latency communication is intolerable for short-term information and iterative scheduler based CoMP with large cooperating set size.

Proposal:
· For higher latency, assume the backhaul latency is a fixed value, such as 10ms for a small number of coordinated eNBs and 20ms for a large number of coordinated eNBs.
· Model the scheduling delay according to the methodology proposed in section 4.
· Evaluate the performance for some simple inter-eNB CoMP schemes (such as schemes with small cooperating set size and without iterative scheduler) based on the assumed scheduling delay model.
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