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1 Introduction

We consider a multi-user multi-input-multi-output (MU-MIMO) downlink channel where the

eNodeB may schedule several user terminals on the same sub-band. As per the dimensioning

agreement [1], each scheduled user is served a single data stream using beamforming or two

data streams using rank-2 precoding. The user reported PMIs and CQIs are employed by

the eNodeB to determine a suitable set of scheduled users, their transmit precoders and

their assigned rates. The key practical problem in MU-MIMO is that when computing its

PMI and CQIs, a user does not have an accurate estimate of the interference it might see

(if scheduled) from the signals intended for the other co-scheduled users. This results in a

mismatch between the user reported SINRs and the ones it actually observes in the aftermath

of scheduling. In [2] it is shown that reducing this mismatch is critical for achieving MU-

MIMO gains.

In order to alleviate the mismatch problem we suggest the following:

• Semi-static signaling from the eNodeB to a user informing it about an estimate of

(or an upper bound on) the total number of streams, S, that the eNodeB expects to

co-schedule on a sub-band. The signaling also includes a suggested rank r for that

user.

• A user upon receiving the signal computes PMI/CQI under MU-MIMO rules. While

the exact rule is an implementation matter, the aim of such a rule is to account for the
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post-scheduling interference using the knowledge that (up-to) S−r interfering streams

may be co-scheduled. A simple rule is suggested here. In particular, suppose that the

estimated channel matrix at the user terminal of interest is given by H† ∈ ICN×M where

N, M are the number of receive and transmit antennas at the user and the eNodeB,

respectively. Then, in order to compute SINR(s) for each choice of a semi-unitary

M × r precoder G, the user assumes that the interference covariance matrix is equal

to S−r
M−r

H†(I −GG†)H (up-to a scaling factor). Specific rules under this assumption

are given in the Appendix. We note that this interference covariance matrix is derived

after assuming that the interfering streams will be scheduled along vectors that are

isotropically distributed in the null space of G† and then taking an expectation over all

such vectors. The assumption about the eNodeB co-scheduling streams along vectors

in the null space of G† (if the user reports G as the PMI) will be closely satisfied in

practise. Moreover, the isotropic assumption puts no further constraints and simplifies

computation at the user by enabling simple formulas.

• Any user that does not receive the said semi-static signal from the eNodeB uses the

usual SU-MIMO rules to report its CQI(s) and PMI/RI. In this context, we note that

low geometry users are not suitable for MU-MIMO pairing and hence need not be

semi-statically signalled by the eNodeB.

The importance of accurate CQI(s)/PMI for MU-MIMO has been emphasized by other

companies. Please see [7] for a comprehensive summary of various CQI enhancement options.

The options include: [6] which suggests reference rank indication for improving the accuracy

of CQI computation as well as [8] (see also [9]) where a modified CQI calculation for MU-

MIMO (assuming a unitary matrix as the eNodeB (transmit) precoder) is proposed. Also

relevant is [12] which considers companion feedback schemes and suggests reporting simply

the delta-CQIs for a limited set of pre-configured companion PMIs so as to avoid signalling

the PMI indices themselves for the best companions. Finally, multi-rank PMI feedback has

been suggested to increase PMI accuracy for MU-MIMO beamforming in [10].
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We justify our suggestions via system level simulations.

2 Simulation Results

In this section, we present system level simulation results for our proposed PMI selection and

SINR computation rules. The relevant scheduling related details are described in Appendix

C and the parameters for system level simulations are detailed in Table 1. We follow the

methodology for MU-MIMO system-level simulations that was agreed in [1]. This includes

co-scheduling a maximum of 4 streams per time-frequency resource (a.k.a. resource block

(RB)) and a maximum of 2 streams per scheduled user. Due to the extremely high complexity

of optimal user scheduling, we also introduce an additional constraint in our simulations that

only up-to 2 users can be co-scheduled on every RB. For all simulations, we use the 3GPP

LTE Rel. 8 codebook for PMI feedback. Moreover, we assume that each user feeds back

sub-band CQI and sub-band PMI, where the sub-band size is taken to be 5 RBs.

Table 2 shows the average cell spectral efficiency and 5% cell edge spectral efficiency

of SU-MIMO (where at-most one user is scheduled on each RB) using proportional fair

scheduling with a sub-band size of 5RB.

We next consider the performance of MU-MIMO under proportional fair scheduling.

First, we consider MU-MIMO in which each user employs the SU-MIMO rule (7) to determine

and report its PMI,CQIs. Recall that the CQIs reported using SU-MIMO rules are optimistic

since they do not account for the interference. Consequently, some appropriate adjustment

(optimization) must be made by the eNodeB. The result of several such optimizations is

reported in Table 3, where we also display the relative gains over the baseline SU-MIMO

case.

We now evaluate the performance of MU-MIMO under proportional fair scheduling and

with our proposed PMI selection and CQI computation rule ((2), (3)). All users are enforced

to feedback only a rank-1 PMI via codebook subset restriction. Based on long-term SNR
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Parameter Assumption
Deployment scenario IMT Urban Micro (UMi)
Duplex method and bandwidth FDD: 10MHz for downlink
Network synchronization Synchronized
Antenna configuration (eNB) 4 TX co-pol antennas with 0.5-lambda spacing
Antenna configuration (UE) 2 RX co-pol antennas with 0.5-lambda spacing
Cell layout Hexagonal grid 19 sites, 3 cells per site
Number of UEs per sector 10
Downlink transmission scheme MU-MIMO: Max 2 co-scheduled UEs per RB.

Each UE can have rank-1 or rank-2
Codebook Rel.8 codebook
Downlink scheduler Proportional fair in time and frequency
Scheduling granularity: 5 RBs
Feedback assumptions Report is with 5ms periodicity and 4ms delay

Sub-band CQI and PMI without errors.
Sub-band granularity: 5 RBs
Downlink HARQ scheme Chase Combining
Downlink receiver type LMMSE.
Channel estimation error NA
Feedback channel error NA
Control channel and reference signal overhead 3 OFDM symbols for control; used TBS tables

in 3GPP TS 36.213 for throughput calculation.

Table 1: Simulation Parameters

(geometry), users are divided into two categories. All users whose long-term SNR is below

a threshold are classified as SU-MIMO only users and feedback SU-MIMO reports (each

consisting of a CQI and PMI determined via (7)). We consider four cases. In the first one

the remaining users (i.e., those not classified as SU-MIMO only) feedback only MU-MIMO

reports (determined via (2), (3)). In the second one the remaining users feedback both SU-

MIMO and MU-MIMO reports. In the third case the remaining users feedback MU-MIMO

reports along with SU-CQI. The SU-CQI in this case is evaluated using (8) and the PMI

determined via the MU-MIMO rule in (2). Finally, in the fourth case the remaining users

feedback SU-MIMO reports along with MU-CQI. The MU-CQI in this case is evaluated

using (3) and the PMI determined via the SU-MIMO rule in (7). The results are reported

in Table 4 along with the relative gains over the baseline SU-MIMO case.
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SU-MIMO Average Cell SE 5% Cell Edge SE
PF 2.1488 0.0679

Table 2: Spectral efficiency ((SE) in bits/s/Hz) performance of SU-MIMO with sub-band
PMI,CQI feedback

MU-MIMO, SU-Report Average Cell SE 5% Cell Edge SE
PF 2.4196 (12.6%) 0.0841 (23.86%)

Table 3: Spectral efficiency ((SE) in bits/s/Hz) performance of MU-MIMO with SU report
and near orthogonal transmit precoding with zero-forcing (ZF)

3 Conclusions

In this contribution, we considered enhancements to the MU-MIMO operation which aim to

reduce the mismatch between the user reported SINRs and the ones it actually observes in

the aftermath of scheduling. Our results show that obtaining MU-CQI from a subset of users

can result in substantial system throughput improvements. The computation of MU-CQI at

the UE is enabled by the indication by the eNodeB of the expected total number of streams

and a suggested rank for that user.
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MU-MIMO Average Cell SE 5% Cell Edge SE
PF; MU report by high geometry users 2.6178 (21.83%) 0.0909 (33.87%)
PF; MU + SU report by high geometry users 2.694 (25.37%) 0.0963 (41.83%)
PF; MU + SU-CQI report by high geometry users 2.693 (25.33%) 0.0951 (40.06%)
PF; MU-CQI + SU report by high geometry users 2.6814 (24.79%) 0.0951 (40.06%)

Table 4: Spectral efficiency ((SE) in bits/s/Hz) performance of MU-MIMO with near or-
thogonal transmit precoding with zero-forcing (ZF); Long-term SNR (Geometry) based user
pooling with SU-report by low geometry users; Rank-1 codebook restriction imposed on all
users

Appendix A PMI Selection and SINR computation

We first consider the case when the user reports one PMI along with one or more CQIs

per sub-band (each based on a computed SINR). In general the PMI can correspond to a

precoder of rank r, where 1 ≤ r ≤ min{M, N}. In order to determine a suitable semi-unitary

matrix Ĝr from a set or codebook of rank-r semi-unitary matrices, Cr, along with up-to r

SINRs, the user of interest can use the following rules. The key feature of the rules derived

below is that they attempt to account for the interference due to signals intended for the co-

scheduled users and maximize a bound on the expected SINR or the expected capacity. Note

that the codebook of semi-unitary matrices could itself be obtained after transformation of

a base codebook [11].

• Capacity Metric: The PMI is selected as follows:

Ĝr = arg max
G∈Cr

{
ln

∣∣∣I + ρ′G†H(I + ρ̃H†(I −GG†)H)−1H†G
∣∣∣
}

(1)

= arg max
G∈Cr

{
ln

∣∣∣I + ρ̃H†(I −GG†)H + ρ′H†GG†H
∣∣∣− ln

∣∣∣I + ρ̃H†(I −GG†)H
∣∣∣
}

where ρ̃ = ρ′(S−r)
M−r

.

• MMSE based receiver: A PMI is selected after determining r SINRs for each matrix
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in Cr. We let G = [g1, · · · , gr].

Ĝr = arg max
G∈Cr





r∑

j=1

ln
(
1 + SINRMMSE

j,r (G)
)


 (2)

where

SINRMMSE
j,r (G) =

ρ′g†jH
(
I + ρ̃H†H + (ρ′ − ρ̃)H†GG†H

)−1
H†gj

1− ρ′g†jH
(
I + ρ̃H†H + (ρ′ − ρ̃)H†GG†H

)−1
H†gj

(3)

The following special case is particularly important

• Rank-1 or beamforming with r = 1. In this case an optimal vector ĝ1 ∈ C1 is selected

and only one SINR (per vector) is computed. Specializing (2) to this case, we have

ĝ1 = arg max
g∈C1

{
SINRMMSE

1,1 (g)
}

(4)

where

SINRMMSE
1,1 (g) = ρ′g†H(I + ρ̃H†(I − gg†)H)−1H†g

with ρ̃ = ρ′(S−1)
M−1

. The rule given in (4) was derived in [4] and was shown to be very

effective in [5]. It can be shown that the rule in (4) is equivalent to the following rule

that is much simpler to compute.

ĝ1 = arg max
g∈C1

{
g†H(I + ρ̃H†H)−1H†g

}
(5)

Alternate PMI Selection and CQI computation Rules

We now consider two alternate rules.

• The user can first select a matrix from Cr by quantizing the r dominant right singular

vectors of H†. In particular, let H† = UΛṼ
†
be the SVD of H† where Ṽ is a M ×N
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semi-unitary matrix. Let Ṽ (r) denote the matrix formed by the first r columns of Ṽ

which are the r dominant right singular vectors of H†. Then, the user can select a

matrix from Cr by using

Ĝr = arg max
G∈Cr

{
tr(Ṽ

†
(r)GrG

†
rṼ (r))

}
(6)

Once such a Ĝr is determined we can compute the r SINRs corresponding to Ĝr using

(3).

• SU-MIMO Based Rule: To determine a suitable precoding matrix from Cr along with

corresponding SINRs, the user of interest can use the following SU-MIMO rules which

completely neglect the interference that will be caused due to other co-scheduled

streams. For convenience, we only consider the MMSE based receiver. Then, a PMI

is selected after determining r SINRs for each matrix in Cr. We let G = [g1, · · · , gr].

Ĝr = arg max
G∈Cr





r∑

j=1

ln
(
1 + SINRMMSE

j,r (G)
)


 (7)

where

SINRMMSE
j,r (G) =

ρ

r
g†jH(I +

ρ

r
H†GG†H − ρ

r
H†gjg

†
jH)−1H†gj (8)

with ρ denoting the total power that is equally divided among all streams.

Appendix B Derivations of Proposed PMI Selections

We derive the capacity metric in (1) for selecting a PMI of rank r, where 1 ≤ r ≤ N .

Suppose that the user of interest considers reporting any PMI Gr ∈ ICM×r to the eNB. The

user assumes that upon doing so, the transmit precoder employed by the eNB to serve it will

be V 1 = Gr and that it will be co-scheduled with other users who in turn are served using
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transmit precoders that lie in the null-space of V †
1, i.e., V †

1V k = 0, ∀ k 6= 1. In addition it

assumes that there will be S − r such co-scheduled streams (intended for the other users) in

total. Thus, the model that the user deems will be seen by it post-scheduling is

y = H†Grs1 +
∑

k 6=1

H†V ksk + η, (9)

where H ∈ ICM×N is the channel matrix and η ∼ CN (0, I) is the additive noise. In order to

determine a rate that can be obtained over this model the user proceeds as follows. In order

to determine a rate the user must obtain the covariance matrix of the interference. However,

since the transmit precoders employed for the co-scheduled users are not known, the user

employs an expected covariance matrix of the interference. This expected covariance matrix

is computed after assuming that the co-scheduled streams are transmitted along vectors

that are isotropically distributed in the null space of V †
1. In particular, let P = GrG

†
r be an

orthogonal projection and let P⊥ = I−P denote its orthogonal complement. Since the rank

of Gr is r, we have that the rank of P⊥ is M−r so that it can be decomposed as P⊥ = SS†

where S ∈ ICM×M−r is a semi-unitary matrix of rank M − r. Note that one choice of S can

be obtained from a deterministic function of Gr. Then, the assumption made by the user

is that each co-scheduled stream is transmitted along a vector of the form Su, where u is

isotropically distributed in ICM−r. Based on this assumption we offer the following key lemma

Lemma 1 For a given H ,Gr, the expected covariance matrix of the interference can be

computed as

E


H† ∑

k 6=1

V kV
†
kH


 =

S − r

M − r
H†P⊥H (10)

Using lemma 1 a lower bound on the rate computed by the user for the choice of Gr is

given by

ln

∣∣∣∣∣∣
I + ρ′H†PH† + ρ′E


H† ∑

k 6=1

V kV
†
kH




∣∣∣∣∣∣
− ln

∣∣∣∣∣∣
I + ρ′E


H† ∑

k 6=1

V kV
†
kH




∣∣∣∣∣∣
. (11)
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Using (10) in (11) yields

ln
∣∣∣∣I + ρ′H†PH + ρ′

S − r

M − r
H†P⊥H

∣∣∣∣− ln
∣∣∣∣I + ρ′

S − r

M − r
H†P⊥H

∣∣∣∣ . (12)

The user thus employs the rule in (1) which optimizes (12) over all Gr in the codebook of

rank-r semi-unitary matrices.

Appendix C Scheduling at the Base station

The eNB receives PMIs and associated CQIs from all active users. Among the many possible

choices, it then has to select a suitable set of users, determine their associated transmit

precoders and assign rates to them. In order to do so, the eNB must be able to compute an

estimate of the SINR for each co-scheduled stream in each choice of user set and associated

transmit precoders. In this section we provide a method for computing such an estimate.

Note that the method proposed below allows the eNB to co-schedule an arbitrary number of

streams (not necessarily equal to the value S that was conveyed to the users) along arbitrary

transmit precoders. In particular, suppose that the eNB considers co-scheduling Q users,

say user-1 to user-Q, who have reported precoders {Ĝj}Q
j=1, respectively. Also assume all

users employ linear MMSE receivers and let H†
1 to H†

Q are the channels seen by users 1 to

Q, respectively. Let V j = [v1
j , · · · , v

rj

j ] denote the M × rj transmit precoder (of rank rj

and with unit-norm columns) that the eNB intends to employ for user j, 1 ≤ j ≤ Q such

that R′ =
∑Q

j=1 rj ≤ M . Define A = [V 1,V 2, · · · ,V Q]. Using standard formulas it can be

verified that the true SINR seen by user-j for its ith stream that is transmitted along vi
j is

given by

sinri
j = ρ̂vi †

j Hj(I + ρ̂H†
j(AA† − vi

jv
i †
j )Hj)

−1H†
jv

i
j, (13)
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where ρ̂ = ρ/R′ is the power per stream. Then, the following simple but useful lemma

provides an alternate expression for the SINR given in (13).

Lemma 2 The true SINR seen by user-j for its ith stream is equal to

sinri
j =

αi
j

1− αi
j

, (14)

αi
j = [(I + A†RjA)−1A†RjA]∑j−1

m=1
rm+i,

∑j−1

m=1
rm+i

,

for all i = {1, · · · , rj} and where Rj = ρ̂HjH
†
j.

An important consequence of (14) is that the BS can approximate the matrix Rj by R̂j and

then determine approximate SINRs as

ˆsinr
i

j =
α̂i

j

1− α̂i
j

, (15)

α̂i
j = [(I + A†R̂jA)−1A†R̂jA]∑j−1

m=1
rm+i,

∑j−1

m=1
rm+i

.

Here we employ the following approximation

Rj ≈ R̂j
4
= ĜjD̂jĜ

†
j, ∀ j, (16)

where D̂j = diag{γj
ˆSINR

1

j , · · · , γj
ˆSINR

r′j
j } and r′j ≥ 1 is the rank of Ĝj. { ˆSINR

i

j} are the

SINRs reported by user i after quantizing SINRs determined using (3) or (8). γj is a scaling

factor such that γj = S/R′ if user j employs (3) and γj = r′j/R
′ when the user employs (8)

instead. A few comments on this approximation are in order.

Remark 1 Note that the approximation in (16) attempts to obtain the best rank r′j approx-

imation of Rj based one the feedback of user-j. Clearly the best rank r′j approximation of

Rj is the matrix formed when Ĝj contains the r′j dominant eigenvectors of Rj and D̂j

contains the r′j dominant eigenvalues. It can be verified that R̂j approaches Rj as the code-

book and quantization resolution improve. Note however, that even under the best rank r′j

11



approximation of Rj, ˆsinr
i

j can be different from sinri
j if r′j < Rank(Rj).

Remark 2 Under the approximation in (16) and (14), user-j sees no interference from

co-scheduled user-q if V †
jV q = 0.
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