3GPP TSG-RAN WG1 #62bis	R1-105589
October 11th  – 15th , 2010
Xi’an, China
	

Agenda item:	6.8.1.2
Source: 		        Qualcomm Incorporated
Title: 	Comparison of semi-static and adaptive resource partitioning schemes with CRE
Document for:	Discussion/Decision
1		Introduction 
We have illustrated in [1] that cell range expansion with semi-static resource partitioning can provide significant DL cell capacity gains under FTP data traffic models. In this contribution, we compare the performance of semi-static and time-adaptive interference management schemes.
2		Simulation Assumptions
We consider the following deployment scenarios with 2x2 antenna configuration and a 10MHz system bandwidth.
· Co-channel deployment without resource partitioning (RP), where there is no interference management and serving cell selection is based on 
· Best RSRP 
· Biased RSRP, with pico cell bias values of 3dB and 6dB.
· Range Expansion (RE): Co-channel deployment where increased footprint for low power nodes is enabled and combined with enhanced interference management via resource partitioning among cells. The resource partitioning can be:
· Semi-static: fixed over the entire simulation time, based on estimated long-term statistics of user association and assuming full buffer traffic. 
· Adaptive: resource partitioning is updated periodically. Local partitioning algorithm based on average number of served UEs is utilized. Macro eNB controls partitioning of resources between itself and pico eNBs under its footprint. Pico eNB coordinate resource partitioning only with a single macro eNB
· Two scenarios are considered
· 50ms update period
· 1000ms updateh period
For the resource partitioning case, the serving cell for each UE is first determined based on the best DL RSRP with a fixed 18 dB bias towards the hotzone (low power) cells. In addition, the serving cell is guaranteed to have a geometry -18dB or higher. Therefore, if after applying the bias, UE geometry is below – 18 dB, UE remains associated with a macro eNB. Once the serving cell is selected, it is fixed and no longer changed. After that, resource partitioning algorithm is performed to coordinate inter-cell interference as described above.
In this contribution, the consider configurations  #1, 4a and 4b [2]. Both the UEs and the hotzone cells are randomly dropped. The density of the hotzone (pico) cells is 4 hotzones/macro cell for configurations 1 and 4a, and 2 hotzones/macro cell in configuration 4b. In particular, the following aspects are considered:
· Scheduling: We focus on proportional fair (PF) scheduling.  
· 
Vertical Antenna: Vertical antenna as defined in the Appendix of TR 36.814 [2] is enabled, where the electrical antenna downtilt  = 10 degrees, which we believe better reflect realistic deployments.
· Channel Model: Both NLOS and LOS based path loss modelling is considered.
· Traffic Model: FTP traffic model 1 from [2] is considered. 
3		Discussion of Numerical Results
In the following, we summarize the simulation results for macro + picos without resource partition and macro + picos with adaptive resource partitioning, for each configuration. Semi-static resource partitioning  scheme from [1] is only considered for Configuration 1 and NLOS channel model. 
The simulation run time is relatively short (40 seconds), and,  for this reason, even for the case where there are no stability issues, the served throughput results are sometimes slightly lower than targeted offered load. The statistics are collected only after the warm up of 10 seconds is completed. In addition, all data transmitted over the air is computed in the cell throughput, while only completed file transfers are counted towards UE throughput. 
The tables below summarize the user throughput (mean, median and 5%), cell throughput under various loading conditions. As pointed out in the tables, when the offered load increases, the user data rate decreases. Therefore, the served throughput increases up to a certain point where it starts to saturate due to the cell capacity limitations. Beyond this point (denoted as “stability” in the tables), the served throughput in the system cannot sustain the offered load and it becomes unstable. 
3.1 Configuration 1, NLOS
Tables 1-4 summarize the config. 1 NLOS results for the hotzone deployment for the following scenarios, respectively: i) without resource partition; ii) with semi-static resource partition; iii) with adaptive resource partition every 50ms; iv)  adaptive resource partition every 1000ms.  Table 5 summarizes the cell and edge throughput comparison across the different scenarios.
In order to define system capacity, one cannot simply refer to the case where all resources are utilized. In case of fully utilized systems, the system becomes unstable, as is evidenced by the large difference between served throughput and offered load. Hence the served throughput at the system stability point (defined in the previous section) is the first metric used for capacity comparison. In order to also compare the schemes at the same edge user throughput, we additionally compare the cell throughputs at the point of largest edge user throughput among all the stability points. The results are summarized in Table 5.   Comparing the served cell throughput values at the stability point, one can estimate the cell capacity gain due to RE and resource partitioning (RP). The corresponding throughout for no resource partitioning case is 20.5 Mbps, the throughout for the case of semi-static RP is 30.4Mbps  (providing 48% gain), the throughput for the case with adaptive resource partitioning every 1000ms is 33.6Mbps (providing 64% gain) and for the case with adaptive resource partitioning every 50ms is 30.4Mbps (providing 51% gain). At the 5% user throughput of 1.3Mbps, the gains are 50%, 54% and 45% respectively. 
Figure 1 illustrates the cell throughput up to the stability point as a function of edge user throughput.  It can be observed that RP provides significant capacity gains over a wide range of network loads. Furthermore, adaptive RP  provides additional gains over semi-static RP, especially in lightly loaded cases.
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[bookmark: _Ref265641983]Table 1: UE and cell throughput summary –  no RP, config 1,  NLOS
	4 Picos, no RP 
	 Config 1, NLOS
	 
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	36
	33.8
	14.5

	14
	14
	24.2
	21.9
	6.1

	16
	16
	20.2
	17.7
	4.4

	18
	17.9
	16.1
	12.6
	2.5

	20
	20
	12.7
	8.45
	1.4

	Stability
	20.5
	11.4
	6.9
	1.2




Table 2: UE and cell throughput summary – semi-static RP, config 1, NLOS
	4 Picos, RE, semi-static RP 
	 Config 1, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	24.1
	20.6
	6.9

	14
	14
	20.2
	16.6
	5.5

	18
	18
	16.9
	13.4
	4.1

	24
	24
	12.8
	9.9
	2.3

	28
	27.5
	11.1
	8.3
	1.56

	32
	30.4
	10.1
	7.3
	1.26

	Stability
	30.4
	10.1
	7.3
	1.3



Table 3: UE and cell throughput summary – adaptive RP (50ms) config 1, NLOS
	4 Picos, RE, adaptive RP, 50ms 
	 Config 1, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	36.8
	34.3
	12.3

	14
	14
	30.4
	28.3
	8.5

	18
	18
	24
	21
	5.6

	20
	19.3
	21.54
	18.5
	4.7

	28
	27.5
	10.35
	6.6
	1.6

	32
	30.7
	8.4
	4.7
	1.1

	Stability
	31.1
	8.3
	4.6
	1.1






Table 4: UE and cell throughput summary – adaptive RP (1000ms) config 1, NLOS
	4 Picos, RE, adaptive RP, 1000ms        Config 1, NLOS 
	
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	33.3
	30.9
	10.4

	14
	14
	27.2
	24.2
	7.1

	18
	18
	20.7
	16.9
	5.1

	24
	23.2
	14.4
	10.55
	2.75

	32
	31.6
	8.64
	5
	1.25

	Stability
	33.6
	8.1
	4.4
	1.1



[bookmark: _Ref265708974]Figure 1: Served cell throughput and edge UE throughput – Config 1, NLOS.
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[bookmark: _Ref265765497][bookmark: _Ref265765494]Table 5: Throughput comparison in Config 1, NLOS. 
	Capacity gains - Cfg1, NLOS
	 
	 
	 

	Throughput[Mbps] (served throughput gain vs. no RP) 
	4 picos, no RP
	4 picos, RE, semi-static  RP
	4 picos, RE, adaptive RP, 50ms
	4 picos, RE, adaptive  RP, 1000ms

	Max. stable served cell throughput 
	20.5
	30.4 (1.48x)
	31.1 (1.51x)
	33.6 (1.64x)

	5% UE throughput (at stability point)
	1.2
	1.3
	1.1
	1.1

	Served throughput (for 5% UE throughput=1.3Mbps)
	20.3
	30.4 (1.50x)
	29.4(1.45x)
	31.3(1.54x)



 3.2 Configuration 1, LOS
Table 6 and Table 7 summarize the results for the hotzone deployment without resource partition and with adaptive resource partition every 50ms, respectively, under the LOS scenario. Figure 12 illustrates the cell throughput up to the stability point as a function of edge user throughput.
The capacity gains are summarized in Table 8. Comparing the served cell throughput at the stability point and at 1.42Mbps edge user throughput, one can estimate the gains from RP to be 40% and 44% respectively. 
Table 6: UE and cell throughput –  no RP, config1 LOS
	4 Picos, no RP 
	Config 1, LOS 
	 
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	9.8
	52.6
	54.6
	25.1

	18
	17.6
	37.6
	36.2
	12

	24
	24
	25.3
	23.6
	4.3

	28
	28
	19.4
	16.7
	2.3

	32
	31
	17.3
	14.2
	1.9

	36
	35
	15.2
	11.35
	1.4

	Stability
	35.8
	14.6
	10.7
	1.35



Table 7: UE and cell throughput– adaptive RP, config1 LOS
	4 Picos, RE, adaptive RP 
	 Config 1, LOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	20
	20
	39.8
	38.4
	11.2

	24
	24
	35.1
	32.1
	9.8

	28
	28
	30.5
	26.7
	7.25

	32
	31.5
	26.7
	23.2
	5.2

	40
	39.4
	17.8
	13.1
	2.7

	48
	46
	147
	10.3
	1.73

	52
	50
	13.4
	9.1
	1.42

	Stability
	50
	13.4
	9.1
	1.42






Figure 2: Served cell throughput and edge UE throughput, config 1 LOS.
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Table 8: Throughput comparison in config1 LOS
	Capacity gains - Cfg1, LOS
	 

	Throughput[Mbps] 
(served throughput gain vs. no RP)
	4 picos, no RP
	4 picos, RE, adaptive RP

	Max. stable served cell throughput 
	35.8
	50 (1.4x)

	5% UE throughput (at stability point)
	1.35
	1.42

	Served throughput (for 5% UE throughput =1.42Mbps) 
	34.8
	50(1.44x)




3.3 Configuration 4a, NLOS
Table 9 and Table 10 summarize the results for the hotzone deployment without resource partition and with adaptive resource partition every 50ms, respectively, under the config 4a NLOS scenario. Figure 13 illustrates the cell throughput up to the stability point as a function of edge user throughput.
The capacity gains are summarized in Table  11. Comparing the served cell throughput at the stability point and at 1.1Mbps edge user throughput, one can estimate the gains from RP to be 73% and 75% respectively. 

Table 9: UE and cell throughput – no RP, config 4a, NLOS
	4 Picos, no RP 
	 
	 Config 4a, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	32.8
	30.6
	12.4

	14
	13.7
	23.3
	21.9
	6.65

	18
	17
	19.8
	16.2
	4.2

	Stability
	21.9
	10.4
	6
	0.95



Table 10: UE and cell throughput – adaptive RP, config 4a, NLOS
	4 Picos, adaptive RP 
	 Config 4a, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	35.7
	33
	11.2

	14
	14
	30
	27
	9.2

	18
	17.3
	26.5
	22.9
	6.1

	24
	23.2
	18.8
	14.3
	3.8

	32
	31.5
	11.5
	7.7
	1.8

	Stability
	37.9
	8.8
	4.8
	1.1



Figure 3: Served throughput and edge UE throughput – config 4a, NLOS
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Table 11: Throughput comparison in Config 4a, NLOS 
	Capacity gains - Cfg4a, NLOS
	 

	Throughput[Mbps] 
(served throughput gain vs. no RP)
	4 picos, no RP
	4 picos, RE, adaptive RP

	Max. stable served cell throughput 
	21.9
	37.9 (1.73x)

	5% UE throughput (at stability point)
	0.95
	1.1

	Served throughput (for 5% UE throughput =1.1Mbps) 
	21.7
	37.9 (1.75x)



3.4 Configuration 4a, LOS
Table 12 and Table 13 summarize the results for the hotzone deployment without resource partition and with adaptive resource partition every 50ms, respectively, under the config 4a LOS scenario. Figure 14 illustrates the cell throughput up to the stability point as a function of edge user throughput.
The capacity gains are summarized in Table 14. Comparing the served cell throughput at the stability point and at 1.83Mbps edge user throughput, one can estimate the gains from RP to be 76% and 72% respectively. 
Table 12: UE and cell throughput – no RP, config. 4a LOS
	4 Picos, no RP 
	 Config 4a, LOS
	 
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	49.8
	50.8
	20.2

	14
	14
	40
	38
	14.6

	18
	18
	36.4
	34.5
	11.5

	24
	24
	24.3
	21.9
	3.9

	32
	32
	17.3
	14.5
	2

	Stability
	33.1
	16.2
	13.4
	1.83






Table 13: UE and cell throughput – adaptive RP, config 4a LOS
	4 Picos, adaptive RP 
	 Config 4a, LOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	51.4
	54
	21.1

	14
	14
	47
	47
	17.3

	18
	18
	43.1
	40.7
	14.4

	24
	24
	34.1
	31.3
	9

	28
	28
	33.1
	30.8
	8.2

	32
	31.6
	29
	25.7
	6.6

	40
	40
	22
	18.2
	3.9

	52
	52
	16.2
	12.1
	2.3

	Stability
	58.4
	14
	10
	1.7



Figure 4: Served throughput and edge UE throughput – config 4a, LOS.
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Table 14: Throughput comparison in Config 4a, LOS 
	Capacity gains - Cfg4a, LOS
	 

	Throughput[Mbps]
 ( served throughput gain vs. no RP)
	4 picos, no RP
	4 picos, RE, adaptive RP

	Max. stable served cell throughput 
	33.1
	58.4(1.76x)

	5% UE throughput (at stability point)
	1.83
	1.7

	Served throughput (for 5% UE throughput =1.83Mbps) 
	33.1
	57(1.72x)



3.5 Configuration 4b, NLOS
Table 15 and Table 16 summarize the results for the hotzone deployment without resource partition and with adaptive resource partition every 50ms, respectively, under the config 4b NLOS scenario. Figure 15 illustrates the cell throughput up to the stability point as a function of edge user throughput.
The capacity gains are summarized in Table 17. Comparing the served cell throughput at the stability point and at 1.7Mbps edge user throughput, one can estimate the gains from RP to be 54% and 63% respectively. 

Table 15: UE and cell throughput –no RP, config 4b, NLOS
	2 Picos, no RP 
	 
	 Config 4b, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	31.1
	28
	8

	14
	13.5
	24.2
	20
	5.7

	16
	15.7
	21.1
	16.6
	4.8

	20
	19
	13.9
	9.8
	2.8

	24
	22
	9.6
	5.7
	1.6

	Stability
	23
	8.2
	4.3
	1.2



Table 16: UE and cell throughput  – adaptive RP, config 4b,  NLOS
	2 Picos, adaptive RP 
	 Config 4b, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	35.3
	32.3
	9.75

	14
	14
	24.7
	18.8
	6

	18
	18
	21.3
	15.7
	4.4

	24
	23.8
	14.5
	9.7
	3

	28
	27.1
	12.6
	7.7
	2.3

	32
	32
	11
	6.3
	2

	36
	34.6
	9.7
	5.3
	1.72

	Stability
	35.5
	9.5
	5.2
	1.7






Figure 5: Served throughput and edge UE throughput – config 4b, NLOS
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Table 17: Throughput comparison in Config 4b, NLOS
	Capacity gains - Cfg4b, NLOS
	 

	Throughput[Mbps]
 (served throughput gain vs. no RP)
	2 picos, no RP
	2 picos, RE, adaptive RP

	Max. stable served cell throughput 
	23
	35.5 (1.54x)

	5% UE throughput (at stability point)
	1.2
	1.7

	Served throughput (for 5% UE throughput =1.7Mbps) 
	21.8
	35.5 (1.63x)



3.6 Configuration 4b, LOS
Table 18 and Table19 summarize the results for the hotzone deployment without resource partition and with adaptive resource partition every 50ms, respectively, under the config 4b LOS scenario. Figure 16 illustrates the cell throughput up to the stability point as a function of edge user throughput.
The capacity gains are summarized in Table 20. Comparing the served cell throughput at the stability point and at 2.4Mbps edge user throughput, one can estimate the gains from RP to be 94% and 63% respectively. 



Table 18: UE and cell throughput – no RP, config 4b, LOS
	2 Picos, no RP 
	Config 4b, LOS 
	 
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	45.8
	43.8
	13.7

	14
	14
	35.5
	31.1
	10.7

	18
	17
	29.3
	24.9
	7.6

	24
	23.7
	20.5
	15.6
	4.5

	32
	30.3
	14.4
	9.5
	2.75

	Stability
	32.3
	13.3
	8.4
	2.4



Table 19: UE and cell throughput – adaptive RP, config 4b, LOS
	2 Picos, adaptive RP 
	 Config 4b, LOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	10
	10
	48
	48
	15.1

	18
	18
	32.6
	26.7
	8.1

	24
	24
	23.5
	17.2
	5.4

	28
	28
	19.54
	13.6
	4.66

	32
	32
	17
	11.3
	4.4

	36
	36
	15.2
	10.2
	3.6

	40
	40
	12.9
	8.8
	3.1

	48
	48
	11.1
	7.8
	2.75

	64
	62.8
	9.2
	6.1
	1.64

	Stability
	62.8
	9.2
	6.1
	1.64






Figure 6: Served throughput and edge UE throughput – config 4b, LOS.
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Table 20: Throughput comparison in config 4b, LOS 
	Capacity gains - Cfg4b, LOS
	 

	Throughput[Mbps] 
(served throughput gain vs. no RP)
	2 picos, no RP
	2 picos, RE, adaptive RP

	Max. stable served cell throughput 
	32.3
	62.8(1.94x)

	5% UE throughput (at stability point)
	2.4
	1.64

	Served throughput (for 5% UE throughput =2.4Mbps) 
	32.3
	52.7(1.63x)



3.7 Biased pico cell RSRP without resource partitioning
Table 21 and Table 22 summarize the results for the hotzone deployment without resource partition for 3dB and 6dB pico cell DL RSRP bias , respectively, under the config 1 NLOS scenario. 
The capacity gains with respect to 0dB bias are summarized in Table  23. Comparing the served cell throughput at the stability point one can estimate the gains from RP to be 5% and 16% respectively. We conclude, therefore that for the FTP traffic model case biasing without RP provides limited gains relative to no biasing. Even for 6 dB bias, the cell throughput with RP remains approximately 30%-40% larger (see Table 5).



Table 21: UE and cell throughput – no RP, config 1, NLOS, 3dB bias
	4 Picos, no RP, 3dB bias 
	 Config 1, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	14
	13.6
	28.9
	26.6
	8.2

	18
	17.7
	19
	16.1
	3.2

	20
	19.4
	15
	10.7
	2

	Stability
	21.5
	12.4
	7.8
	1.4




Table 22: UE and cell throughput – no RP, config 1, NLOS, 6dB bias
	4 Picos, no RP, 6dB bias 
	 Config 1, NLOS
	 
	 

	Offered load
	Served throughput 
	Mean user data rate
	50% user data rate
	5% user data rate 

	Mbps
	Mbps
	Mbps
	Mbps
	Mbps

	14
	14
	28.8
	26.6
	8.9

	18
	18
	21.5
	19.3
	5.1

	20
	20
	16.6
	12.5
	2.9

	Stability
	23.7
	11.2
	6.8
	1.4



Table 23: Throughput comparison for no RP, config 1 NLOS: 0dB, 3dB and 6dB pico cell bias 
	Capacity gains - no RP
	 
	 
	 

	Throughput[Mbps] (gain vs 0dB bias)
	4 picos, 0dB bias
	4 picos, 3dB bias
	4 picos, 6dB bias

	Max. stable served cell throughput 
	20.5 (1x)
	21.5(1.05x)
	23.7(1.16x)



4		Conclusions
In this contribution, we evaluated the impact of traffic models on DL HetNet performance for semi-static and adaptive resource partitioning schemes. We observe that cell range expansion combined with resource partitioning in co-channel deployment of pico cells provides significant gains in sustainable cell throughput across all investigated scenarios. Furthermore, only limited gains are observed with pico cell biasing and without resource partitioning.
Proposal 1:  Cell range expansion combined with time-domain resource partitioning provides significant gains in the macro/pico case.
Proposal 2: CRE operation is enabled by UE receiver implementation (as discussed in more detail in [3][4]).
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