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1. Introduction
In [1], simulation assumptions for ACK/NAK evaluations in Rel-10 CA were agreed. For DFT-S-OFDM, RM codes RM (32, A) with repetition was assumed. For ACK/NAK payload size less than or equal to 11 bits, ML type of decoding may be implemented at eNB. On the other hand, for ACK/NAK payload larger than 11 bits, ML decoding is prohibitive in terms of eNB decoding complexity. Hence, it is desirable that low complexity decoding algorithms shall be available for the channel coding scheme for large ACK/NAK payload sizes. It is noted that in Rel-8, convolutional coding is applied for CQI with payload size larger than 11 bits. It is therefore proposed in [2] that convolutional coding is also applied for ACK/NAK with similar payload ranges. In order not to excessively increase the ACK/NAK payload, CRC bits are not appended for ACK/NAKs. In this contribution, we provide link level evaluation for convolutional coding.
2. ACK/NAK BER with convolutional coding of large payloads
In this section, we show the link level BER of ACK/NAKs for payload sizes from 12 to 16, with the Rel-8 convolutional coding scheme. The simulation assumptions are included in the Appendix and largely aligned with [1]. Given that UE is expected to receive many DL grants (hence large ACK/NAK feedback payload), it is assumed that DTX detection is not performed to simplify the evaluations. Consequently, the ACK-to-NAK and NAK-to-ACK BER are essentially the same. Figure 1 shows the ACK/NAK BER for ETU and EPA, respectively, with the required SNR for 0.1% NAK-to-ACK error summarized in Table 1.
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Figure 1: ACK/NAK BER with Rel-8 convolutional coding, ETU 3km/h 5MHz (left), EPA 3km/h 10MHz (right)
Table 1: Required SNR for 0.1% BER with Rel-8 convolutional coding
	
	Required SNR (dB)

	
	12 bits
	13 bits
	14 bits
	15 bits
	16 bits

	ETU 3km/h 5MHz
	2.82
	3.16
	4
	4.45
	4.49

	EPA 3km/h 10MHz
	1.8
	2.21
	2.53
	2
	2.39


It is observed that the required SNR for 0.1% NAK-to-ACK error is larger than the results in [3], due to larger ACK/NAK payload sizes and non-optimal yet low complexity decoding algorithm. It is noted that DTX detection threshold can be applied to equalize the required SNR for 1% ACK missing probability and 0.1% NAK-to-ACK error, thus reducing overall required SNR for ACK/NAK detection requirements. Assuming DFT-S-OFDM CA ACK/NAK resource is higher layer configured, Rel-8 ICIC scheme can be applied to control PUCCH inter-cell interference. In addition, ACK/NAK transmission with large payload is not expected to be a common case in practice. In the next section, it is shown that ACK/NAK performance is determined by the number of ACK/NAK information bits (depending on eNB scheduling decision), rather than the total ACK/NAK feedback bits (depending on the number of configured DL component carriers).
3. ACK/NAK BER with side information
It is proposed in [2] [4] that the ACK/NAK codebook size is determined by the number of configured DL CCs, to minimize the ambiguity between eNB and UE. In some cases, it is likely that a UE is only scheduled on a subset of component carriers or subframes. Hence, the number of ACK/NAK information bits (denoted as M) can be smaller than the number of ACK/NAK feedback bits (denoted as N). Figure 2 shows an example of Rel-10 TDD CA, where UE is configured with 2 DL CCs and ACK/NAK for 4 DL subframes are transmitted in the same UL subframe. Assuming SIMO, the number of ACK/NAK feedback bits is 8 in Figure 2. In case UE only receives DL grants on CC1 subframe 1 and CC2 subframe2, the number of ACK/NAK information bits is 2. The rest ACK/NAK feedback bits shall be set to NAK, as shown in Figure 2. eNB can use its scheduling decision as the side information to determine the proper set of hypothesis testings, in order to improve the ACK/NAK detection performance [4]. In this section, we show the ACK/NAK BER with such side information at eNB.
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Figure 2: Example of ACK/NAK information bits and ACK/NAK feedback bits

Tables 2 – 3 show the required SNR for ACK/NAK with convolutional coding, with a fixed ACK/NAK feedback bits N of 16 and variable number of ACK/NAK information bits from 2 to 10. The ACK/NAK information bit position is randomly generated in each simulation run, in order to model different eNB scheduling decisions. DTX detection is applied in this set of simulations with definition 2 in [3]. Further, the required SNR for ACK/NAK with RM coding [3] is included in Tables 2 – 3, for easier comparison. It is noted that for RM coding, the number of information bits always equal to the number of ACK/NAK feedback bits.
Table 2: Required SNR, convolutional coding vs. RM coding, ETU 3km/h, 5MHz

	
	Required SNR (dB)

	
	M = 2
	M = 3
	M = 4
	M = 5
	M = 6
	M = 8
	M = 10

	Convolutional coding N = 16
	-7.32**
	-7.72**
	-7.6**
	-7.6**
	-7.19**
	-6.25**
	-5.27**

	RM coding [3]
N = M
	-9.49*
	-8.78*
	-8.38*
	-8.02*
	-7.77*
	-6.3**
	-4.66**


Note 1: * required SINR determined by 1% ACK(DTX/NAK error

Note 2: ** required SINR determined by 0.1% NAK ( ACK error
Table 3: Required SNR, convolutional coding vs. RM coding, EPA 3km/h, 10MHz

	
	Required SNR (dB)

	
	M = 2
	M = 3
	M = 4
	M = 5
	M = 6
	M = 8
	M = 10

	Convolutional coding N = 16
	-7.44**
	-7.27**
	-7.17*
	-6.95*
	-6.59*
	-5.53**
	-5.41**

	RM coding [3] 
N = M
	-8.08*
	-7.75*
	-7.37*
	-6.94*
	-6.65*
	-6.2*
	-5.12**


From Table 2 and Table 3, it is observed that the ACK/NAK performance depends on the number of ACK/NAK information bits. Even with convolutional coding and always setting the number of ACK/NAK feedback bits to 16, the ACK/NAK detection performance with smaller number of information bits is similar to RM coding. Hence, scheduling decision as side information can significantly improve the ACK/NAK detection performance.
4. Conclusions

In this contribution, we evaluate the DFT-S-OFDM ACK/NAK performance with Rel-8 convolutional coding. Convolutional coding for ACK/NAK with large payload sizes is extremely desirable from implementation perspective, as it provides low complexity decoding algorithms. The evaluations show that, as expected, with a large number of ACK/NAK bits, higher SNR is required. It is noted that Rel-8 ICIC scheme can be apply to control PUCCH inter-cell interference. Furthermore, it is shown that scheduling decision can be used as side information to improve the ACK/NAK detection performance.
5. References

[1]. R1-104140, “ACK/NAK Multiplexing Simulation Assumptions in Rel-10,” CATT, LG Electronics, Qualcomm Incorporated, ZTE
[2]. R1-104313, “Details on ACK/NAK transmission for CA,” CATT
[3]. R1-103468, “Performance evaluation of UL ACK/NACK multiplexing methods in LTE-A,” CATT
[4]. R1-103508, “On ACK/NACK codebook performance for carrier aggregation,” Ericsson. ST-Ericsson
6. Appendix I: Link simulation assumptions
	Parameters
	Value

	carrier frequency
	2.0 GHz

	System bandwidth
	5 MHz for ETU, 10 MHz for EPA

	channel model
	ETU 3km/h 5 MHz, EPA 3km/h 10 MHz

	frequency hopping
	at slot boundary

	antenna setup
	1Tx, 2Rx

	RX antenna correlation
	Uncorrelated

	channel estimation
	Practical

	CP type
	normal CP

	signal bandwidth
	180 kHz

	RX false alarm detection threshold
	For evaluations in section 2: DTX detection not applied 
For evaluation in section 3:
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	Noise estimation
	Ideal

	Number of UEs
	1

	Number of PRBs for PUCCH
	1
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7. Appendix II: Detailed link evaluation results for Section 3
7.1. ACK/NAK performance for ETU 3km/h 5MHz
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7.2. ACK/NAK performance for EPA 3km/h 10MHz
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