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1. Introduction

In [1], we provide qualitatively analysis on the similarities and differences of beam-selection based codebook structure [2], grid of beam (GOB) structure [3], and the proposed enhance GOB (EGOB) structure. These structures fall into the same class named as wide-sense GOB, in which W1 is designed to provide the information of principal channel direction. Since beam-selection based codebook structure can form frequency-selective beams, we call it frequency-selective GOB (FSGOB).
In this contribution, we present the EGOB based 8Tx dual-codebook, and give quantitative comparisons among GOB, EGOB and FSGOB codebooks on performance, overhead, and computational complexity of PMI selection. Performance of SU- and MU-MIMO with codebook-based precoding is evaluated under various settings through link level and system level simulations.
2. EGOB based 8Tx codebook
The fundamental of EGOB is that W1 describes the principal channel direction to give a general picture of spatial channel, while W2 provides refined information of channel properties, such as the channel properties between two uniform linear array (ULA) groups, and the difference between the overall precoder and W1; the combination of W1 and W2 characterizes the spatial channel with high accuracy. Furthermore, since the principal channel direction is stable, W1 can be reported with coarse frequency and/or time granularity to reduce the feedback overhead. It is noticed that EGOB structure can efficiently support the closely spaced cross-pole and the co-polarized ULA configurations.
According to EGOB, the overall precoder of rank r is suggested to be constituted as
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where

· The overall precoder W is an NT × r unitary precoding matrix

· W1 targeting wideband/long-term channel properties is a square diagonal NT × NT matrix

· W2 targeting frequency-selective/short-term time channel properties is a tall NT × r unitary matrix

· 
[image: image2.wmf]1

diag()

diag()

éù

=

êú

ëû

v0

W

0v

, and v is an NT/2 × 1 DFT vector corresponding to the channel direction
· For 8Tx rank 1~4, 
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 is selected from a 4-bit codebook, with NT/2 × 1 beamformer v taken from 16 DFT generated beams (beam oversampling factor of 4):
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· 
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, and M is an NT × r matrix, which contains the refined information of channel properties
· For 8Tx rank 1~4, 
[image: image6.wmf]2

1/

r

=´

WM

 is chosen from a 1 or 2 bits codebook with M taken from the following set, and 
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· Rank1: 
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· Rank2: 
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· Rank3: 
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· Rank4: 
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3. Performance comparison
In this section, performance evaluation of wide-sense GOB codebooks is provided by link level simulation for SU transmission and by system level simulation for MU-MIMO. The considered wide-sense GOB codebooks include:
· The proposed EGOB based 8Tx codebook, referred as EGOB codebook

· GOB 2 design in [3], referred as GOB 2 codebook
· Codebook scheme in [2], referred as FSGOB codebook
Simulation assumptions in the agreed way forward [4] are adopted. The hybrid FDM CDM RS pattern shown in Figure 1 is used for simulation. 3 symbols of PDCCH and 2-ports CRS overhead is considered. The overhead of DM RS is 12 REs for rank 1~2 and 24 REs for rank 3~4, respectively. 8 CSI-RS ports with 1 RE/port/RB are inserted every 10 ms by data puncturing.
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Figure 1: RS pattern for simulation
3.1. Link level simulation
The main parameters for link level simulation are given in appendix B, Table B1. Prevalent antenna configurations, both closely spaced cross-pole and co-polarized ULA are considered.
Figure 2~5 and Figure 6~7 show the performance of SU-MIMO transmission without and with rank adaptation, respectively.
From Figure 2, we can see that these three codebooks have identical performance for low rank SU-MIMO transmission under closely spaced cross-polarized array. While under the co-polarized ULA configuration in Figure 3, the performance of EGOB and FSGOB for rank 1 and 2 is also very similar, but GOB 2 codebook performs worse for rank 2 SU-MIMO than the other codebooks.
In Figure 4, the performance advantage of EGOB over GOB 2 and FSGOB codebooks is significant. The reason is that EGOB codebook can balance the equivalent SINR of the last two layers for rank 3 SU-MIMO. Since the first layer is mapped to a codeword, and the last two layers are mapped to the other one for codeword-to-layer mapping of spatial multiplexing, we find that the last two layers with balanced equivalent SINR can improve the CQI of the second codeword remarkably. Therefore, good performance is achieved by EGOB codebook. 
The W2 codebook of FSGOB for rank 3 is
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Inspired by the above discovery, we modify it as
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Then, we can find noticeable performance improvement by this modification. And the performance of modified FSGOB codebook referred as FSGOB-M approaches that of EGOB for rank 3.
In Figure 5, GOB 2 and EGOB have the similar performance, while the performance of FSGOB is rather worse. Comparing with the other two codebooks, about 3 dB performance loss is engendered by FSGOB. The reason also lays on the unbalanced two layers in each codeword. When we change its W2 codebook for rank 4 into
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Then remarkable improvement is seen.
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Figure 2: Performance of SU (cross-pole, rank 1~2)

Figure 3: Performance of SU (ULA, rank 1~2)
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Figure 4: Performance of SU (cross-pole, rank 3)

Figure 5: Performance of SU (cross-pole, rank 4)
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Figure 6: SU performance (cross-pole, rank adaptation)
Figure 7: SU performance (ULA, rank adaptation)
3.2. System level simulation
Different codebooks are compared in system level MU-MIMO transmission. Single layer transmission is assumed and maximum 2 UEs are co-scheduled on the same time/frequency resource. CQI used in UE pairing and MCS selection is calculated according to the algorithm presented in [5]. Zero-forcing based MU-MIMO at the eNB side and MMSE receiver at UE sides are adopted. For each subband, a subband PMI and subband CQI reporting is assumed. Other simulation parameters and assumptions for system level simulation are listed in the appendix B, Table B2.
Table 1 and Table 2 give the performance of MU-MIMO for three codebooks under cross- and co-polarized ULA antenna configurations, respectively. From the simulation results, both GOB 2 and FSGOB with more feedback overhead provide almost no gains over EGOB codebook.
Table 1: Performance of MU-MIMO under cross-polarized antenna configuration (XXXX ->+, 0.5λ)
	Codebook
	Cell average SE (bps/Hz)
	Gain
	5% Cell edge SE (bps/Hz)
	Gain

	EGOB
	2.9450
	0%
	0.0953
	0%

	GOB 2
	2.9788
	1.1%
	0.0963
	1%

	FSGOB
	2.9646
	0.7%
	0.0965
	1.2%


Table 2: Performance of MU-MIMO under co-polarized ULA antenna configuration (||||||||->||, 0.5λ)
	Codebook
	Cell average SE (bps/Hz)
	Gain
	5% Cell edge SE (bps/Hz)
	Gain

	EGOB
	3.4890
	0%
	0.1462
	0%

	GOB 2
	3.5843
	2.7%
	0.1506
	3%

	FSGOB
	3.5227
	1%
	0.1431
	-2%


4. Overhead and computation complexity analysis

Since only one wideband precoder from W1 codebook for all system bandwidth and one subband precoder from W2 codebook per subband are selected, then overhead of precoder reporting for one aperiodic report is 
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 bits, where NSB is the number of subbands, N1 and N2 are the size of W1 and W2 codebooks, respectively. Taking bandwidth of 10 MHz as an example, there are 9 subbands. The reporting mechanism and associated overhead for these codebooks are summarized in Table 3. Obviously, FSGOB codebook has the largest overhead. Comparing with FSGOB, EGOB saves 44%, 44%, 42%, and 55% overhead for rank 1, 2, 3, and 4, respectively.
Table 3: Comparison of report sizes for one aperiodic report on PUSCH
	
	Bits per PMI 

(rank1, rank2, rank3, rank 4)
	Precoder report size in bits for 10MHz (9 subbands)

(rank1, rank2, rank3, rank 4)

	
	W1 (wideband)
	W2 (subband)
	

	EGOB
	(4,4,4,4)
	(2,2,2,1)
	(22,22,22,13)

	GOB 2
	(5,5,4,4)
	(2,1,1,0)
	(23,14,13,4)

	FSGOB
	(3,3,2,2)
	(4,4,4,3)
	(39,39,38,29)


Precoder selection is a complex task for a UE. Many different hypotheses are to be evaluated, with one for each possible precoder. Fortunately, EGOB structure allows complexity reduction by avoiding an extensive joint search over W1 and W2, and instead one uniform W1 for all rank is determined first and only thereafter an appropriate rank and W2 per subband are jointly sought. 
FSGOB structure also has the similar functionality. One uniform W1 for rank 1 and 2 can be chosen according to the channel direction over all bands from 8 directions, and the corresponding W1 for rank 3 and 4, which shall belong to 4 directions, can be derived directly. Then an appropriate rank and W2 for per subband are selected. However, W2 codebook with larger size of FSGOB leads to more computational complexity and overhead.
For GOB 2, it should first determine one uniform W1 for rank 1 and 2, one W1 for rank 3, and one W1 for rank 4, separately, and then search appropriate rank and W2 per subband. Moreover, W1 can not be selected without considering W2 for rank 3 and 4 of GOB 2. A possible method to select W1 is joint search over wideband W1 and W2 for each rank (rank 3 and 4). After determining W1 for each rank, the rank and W2 for per subband can be sought. As the equivalent channel SINR corresponding to each precoder W combined by W1 and W2 for each resource block (RB) has been computed when searching the wideband PMI, therefore, it can be derived by store and read instead of re-computation.
The approximate computational complexity of PMI selection for each codebook is given in Table 4, the detailed analysis and notations of A, B, and C can be found in appendix A. Since 8 CSI-RS ports with 1 RE/port/RB are inserted, the number of estimated channel matrixes by CSI RS over all band is 
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Obviously, the number of complex multiplications for EGOB, GOB 2 and FSGOB respectively are
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From Table 4, we can find that the computational complexity of PMI selection for GOB 2 and FSGOB are as much as about 5.5 and 4 times as that of EGOB. Obviously, W1 codebook targeting the channel direction is efficient for wideband PMI selection. The reason for high computational complexity for FSGOB is the larger size of W2 codebook. While computational complexity increase of GOB 2 is brought by non-uniform W1 codebook for different ranks, especially its W1 codebook of rank 3 and rank 4 including more additional information besides the channel direction. 
Table 4: Computational complexity of PMI selection
	Codebook
	Rank
	Wideband PMI selection
	Subband PMI selection
	Total number of complex multiplications (8Tx, 4Rx)

	
	
	For each precoder
	Number of precoders
	For each precoder
	Number of precoders for each rank
	

	EGOB
	1~4
	A×1
	16
	B×
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	(4,4,4,2)
	151520 
	100%

	GOB 2
	1, 2
	A×1
	32
	C×
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	(4,2)
	828440 
	547%

	
	3
	B×
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	32
	B×
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	4
	B×
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	16
	B×
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	0
	
	

	FSGOB
	1~4
	A×1
	8
	B×
[image: image33.wmf]RB

N


	(16,16,16,8)
	604960
	399%


5. Conclusions
In this contribution, the EGOB based 8Tx dual-codebook is presented, and quantitative comparisons are made among GOB, EGOB and FSGOB codebooks on performance, overhead, and computational complexity of PMI selection. 
By the performance comparison, we find:
· EGOB has similar performance with FSGOB for rank 1~2 SU-MIMO and rank 1 MU-MIMO under both cross- and co-polarized ULA antenna configurations. The performance of EGOB for rank 2 SU-MIMO under co-polarized ULA antenna is better than GOB 2.
· EGOB has the best performance for rank 3 SU-MIMO among that of these three wide-sense GOB codebooks. The performance of EGOB for rank 4 SU-MIMO is almost the same with that of GOB 2, while it is much better than that of FSGOB. 
On the aspects of overhead and computational complexity of PMI selection, we observe:
· EGOB has much lower overhead than FSGOB, saving about 44%, 44%, 42%, and 55% overhead for rank 1, 2, 3, and 4, respectively.
· It has the lowest computational complexity of PMI selection, saving about 82% and 75% complexity comparing with GOB 2 and FSGOB, respectively.
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Appendix A
· A: Complexity for computation of 
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When 
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 is DFT vector, the computation complexity of 
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 can be reduced. However, the complexity reduction induced by DFT vector is not considered here for simplicity.
· B: The number of complex multiplications for computation of 
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Since the precoding matrix W is always composed of several DFT vectors, the computation of 
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 can be further simplified. Here, the complexity reduction is also not taken into account.
· C: Complexity for computation of 
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By the same way, we get
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Appendix B
Table B1: Link level simulation assumptions

	Parameter
	Assumption

	Carrier frequency
	2.0GHz

	System bandwidth
	10MHz

	UE distribution
	1 UE per cell, uniformly distributed within
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changed per 400 subframes

	Data transmission BW
	6RBs

	Channel model
	Urban macro with high spread (15° angular spread)

	Fading speed
	3km/h

	Cross-polarized
	Antenna configuration
	8x4, ideal antenna calibration

	
	Antenna polarization
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	Antenna labeling
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	Co-polarized
	Antenna configuration
	8x2, ideal antenna calibration

	
	Antenna polarization
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 ULA at BS and UE

	Antenna spacing
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	UE antenna orientation
	Fixed

	Link adaptation
	With and without rank adaptation, AMC, HARQ with maximum 3 re-transmissions

	Receiver
	MMSE based on DM RS of serving cell

	Periodicity of CSI RS
	10ms

	Channel estimation
	2-D MMSE on CSI RS and DM RS

	RI/PMI/CQI feedback delay
	5ms

	Precoding granularity
	All-band for PMI_1, 6RBs for PMI_2


Table B2: System level simulation assumptions

	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 sites, 3 sectors per site

	Inter-site distance
	500m

	Load
	10 UE per sector

	Bandwidth
	10MHz

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers, I=128.1 – 2GHz

	Channel model
	SCM urban macro low spread for 3GPP case 1

	UE speeds of interest
	3km/h

	Antenna configuration
	3D antennas

	Cross-polarized
	Antenna configuration
	8x2, ideal antenna calibration

	
	Antenna polarization
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	Antenna labeling
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	Co-polarized
	Antenna configuration
	8x2, ideal antenna calibration

	
	Antenna polarization
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 ULA at BS and UE

	Antenna separation (BS, UE) 
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	Scheduler
	Proportional Fair

	Receiver
	MMSE

	Precoding granularity
	All-band for PMI-1, 6RBs for PMI-2

	Feedback period
	10ms(PMI-1 and PMI-2)

	Channel estimation
	Ideal

	Overhead
	3 OSs DL control/ 2 CRS ports/ 12 REs DM-RS per PRB
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