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1. Background

In earlier contributions e.g. [2], [3], the focus has been on the full buffer traffic, with and without interference coordination, respectively. It has been observed that the gains obtained with the studied TDM scheme are very scenario-dependent and it has been indicated that to decide on an interference coordination scheme and evaluating the gains with the cell range expansion, studies with more realistic traffic are also necessary which has become the focus of this contribution.
2. Simulation Assumptions
The basic simulation assumptions are as described in [2] and [3], except the traffic model. In this contribution, we present simulation results for scenarios with a fair scheduler and file download traffic model. Case 1 (ISD=500 m), scenarios with 30 users per macro cell area (Nusers) have been assumed and the following configurations have been simulated,

· Configuration #4b, 4 pico nodes, Photspot = 2/3,

· Configuration #1, 4 pico nodes.

For each hotspot configuration, results for the scenario with only macro base stations deployed are also provided.
RSRP-based cell selection has been assumed as a reference, whilst the offsets of 6, 13 and 25 dB have also been simulated to investigate the gains with the biased cell selection. The assumed maximum output power of low-power nodes is 24 dBm. The downlink data performance has been studied without ICIC and for a TDM scheme when macro cell transmissions and pico cell transmissions are allocated 50% of time in total for each layer and the transmit patterns are fully orthogonal between the two layers, assuming perfect synchronization and time alignment among all cells in the network. Since the exact definition of almost blank has not been finally decided yet and thus the subframes may or may not include CRS (when configured as MBSFN subframes), the CRS interference on data is not considered for scenarios with interference coordination and the obtained results can therefore be interpreted as an upper-bound on interference coordination gains for the studied pattern.
3. Methodology

The major problem with the full buffer assumption is that it is unfair with respect to users, so that users which experience a worse channel quality communicate less than users with a better channel quality. In practice, this may not be true since the traffic flow is bursty by nature and the user behaviour is likely to not change dramatically with better channel conditions which are not in control of the users. 

When comparing simulation results for full buffer traffic in scenarios with different interference situation, one must also be aware that more traffic will be transmitted in the scenarios with more favourable interference conditions, both per UE and overall in the network. This is especially problematic when evaluating heterogeneous networks where the interference situation varies significantly over the network and by node layers, e.g. UEs in hotspots typically receive much stronger signals from the corresponding serving cell than those served by macro cells and these UEs are typically more densely located around the hotspot base stations. The outcome of this is that for the same user allocation in the network, the off-loading effect due to the reduced interference cannot be fully assessed since the cell load is maintained at the same level when full buffer traffic model is assumed.
In this contribution, we assumed the opposite – the traffic demand is fixed per UE in each simulation whilst the cell load is defined by the amount of radio resources necessary to serve the given amount of traffic in the cell. The resource utilization in a cell depends on the received interference from other cells and also impacts the load of other cells in the same way, so the cell load varies over the network drastically.
Results for various traffic demand levels are presented in this contribution. For each simulated traffic demand level, the total amount of served traffic and the achieved service quality (e.g. xth percentile of UE bitrate or UE throughput) are estimated. The found combination of the service quality and the served traffic we call a network state. A curve obtained by connecting a sequence of different network states for the given service quality metric can be viewed as a network capacity plot showing 
· the maximum amount of traffic that can be served while ensuring the given service quality,
· the maximum achievable service quality in the network serving the given amount of traffic.
4. Simulation Results without Interference Coordination
Figure 1 shows capacity curves for the macro-only deployment and the macro-pico deployment for configuration #4b with 4 pico nodes. The total amount of the served traffic per macro area and the UE bitrate are shown along the x-axis and y-axis, respectively. RSRP-based cell selection and the biased cell selection with 6 dB and 13 dB offsets are studied. For each scenario, the 5th percentile and the median (50th percentile) curves for UE effective bitrate (i.e. when scheduled) are shown. In these and other capacity plots in this contribution, only those network states (points) are shown for which the network is able to fully serve the traffic demand for each UE. Such network states we call feasible network states. For example, in Figure 1a the green capacity curves end at 4.5 Mbps (150 kbps per UE) which means that it is not possible to ensure serving more than 150 kbps for all UEs in the network and some UEs will either have to be dropped or the requested service quality will not be met for them, which corresponds to an infeasible network state.
In Figure 1a, the results over all UEs are shown, whilst in Figure 1b the presented results are only over UEs served by pico cells (not relevant for the macro-only deployment). The results show that the median bitrate increases with the bias up to 13 dB for the same amount of traffic, but the set of feasible network states becomes small for the bias of 13 dB which is explained by a fast decrease of the low percentile of the UE bitrate when the traffic load increases and the decrease is much faster compared to the macro-only deployment. The 5th percentile cell edge performance degrades with the bias and with 13 dB bias it becomes similar to that with the macro-only deployment. Note also that even though some UEs experience a higher bitrate when being scheduled (the green median curve is above the black median curve), the total amount of traffic served in the network is still the same due to very poor quality of some new pico UEs assigned in the expanded pico cell range. Therefore, in this scenario with heterogeneous deployment, unlike with the macro-only deployment, it is not possible to increase any further the total served traffic without dropping UEs (the set of feasible states is smaller, i.e. the green curves are shorter than the black ones).
The observations made for configuration #4b apply also for configuration #1 the results for which are shown in Figure 2. One can note smaller cell range expansion gains in the median UE bitrate over all UEs and a larger UE bitrate degradation among pico UEs due to a smaller off-loading effect for this configuration since there are originally no hotspot UEs beyond the pico cell coverage unlike in configuration #4b.
To summarize, the following observations have been made in this section for scenarios without interference coordination:
Observation 1: The gain in UE bitrate can be achieved in average and for the median with CRE of up to 6 dB.
Observation 2: The UE bitrate gain in the average and median UE bitrate is larger with configuration #4b.

Observation 3: Larger offsets do not provide any additional UE bitrate gain at low and medium traffic load, and do not allow for supporting the traffic demand at higher loads.
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macro+LPN, 5%

macro+LPN, 50%

macro+LPN (6 dB), 5%

macro+LPN (6 dB), 50%

macro+LPN (13 dB), 5%

macro+LPN (13 dB), 50%

macro+LPN (25 dB), 5%

macro+LPN (25 dB), 50%


[image: image2]
(1a) 
















(1b)

Figure 1. Capacity plots (bitrate) for Conf #4b without ICIC: (1a) - all UEs, (1b) –pico UEs.
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Figure 2. Capacity plots (bitrate) for Conf#1 without ICIC: (2a) - all UEs, (2b) –pico UEs.
5. Simulation Results with Interference Coordination

Figures 3 and 4 show results for scenarios with interference coordination for configurations #4b and #1, respectively, assuming 4 pico nodes per macro area in both configurations. The following time-domain scheme has been studied: both macro and pico cells transmit every second subframe, but with patterns shifted with respect to each other, so that they do not overlap in time. 
Over all UEs, an increase in UE bitrate can be observed with the bias of up to 13 dB at higher cell loads, but there is a degradation for 13 dB at low loads, which is an expected result since at that traffic load level no interference coordination is necessary whilst the reduced amount of available resources for transmission will have a negative impact on UE performance. For pico UEs, it is always a degradation in bitrate with increasing the bias since the cell sizes of pico cells grow. The median bitrate is not affected much for configuration #4b, whilst the impact is larger for configuration #1. However, for both configurations the decrease in pico UE bitrate is compensated (with the bias not exceeding 13 db) to a large extent by the gain for macro UEs due to the off-loading effect, which results in the overall gain, except for low traffic loads.
Note that the results for macro-only scenario are used only as a reference since the assumed interference coordination scheme does not make sense for a single layer. However, when compared to deployments with LPNs, the difference gives some insight in the gain from the macro cell offloading.
The following observations have been made in this section for scenarios with interference coordination:

Observation 4: High UE bitrates, superior to those without ICIC, are achieved in pico cells, which decrease in average with CRE because of the new UEs and which are not very sensitive to the amount of the total served traffic, at least up to the 13 dB offset.
Observation 5: At low traffic load, the considered interference coordination scheme results in the average and median UE bitrate losses for the offsets higher than 6 dB, i.e. CRE with more than 6 dB shall not be used in low-loaded networks also with subframe blanking.
Observation 6: At higher traffic loads, the offset of 13 dB may provide some additional gain in UE bitrates.
Observation 7: The gains in UE bitrates due to CRE are larger with configuration #4b.
Observation 8: At higher loads, the gains in UE bitrates compared to non-ICIC scenarios are seen in configuration #4b only with CRE, for 6 and 13 dB offsets; with configuration #1 the gains in UE bitrates are observed only with CRE with 13 dB offset, whilst a degradation in UE bitrates are seen with lower offsets or without CRE.
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Figure 3. Capacity plots (bitrate) for Conf#4b with blank subframes: (3a) - all UEs, (3b) – pico UEs.
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Figure 4. Capacity plots (bitrate) for Conf#1 with blank subframes: (4a) - all UEs, (4b) – pico UEs.
6. Throughput Analysis

In the previous sections, UE bitrate results have been studied as a function of the served traffic for the RSRP-based cell selection and the biased cell selection. UE bitrate is the bitrate experienced by the UE when scheduled and it does not reflect the load of own cell and the queueing time. The cell resources are shared among the UEs, so the waiting time increases with the cell size and also depends on the available resources for transmissions, e.g. given all other factors are the same and the served traffic is the same, the waiting time increases when some of the resources cannot be used for transmissions as it is with blank subframes. Both effects are captured in the UE throughput. Figures 5 and 6 show UE throughput vs. the amount of served traffic for configuration #4b without and with interference coordination, respectively. The following observations have been made based on the results:

Observation 9: Unlike with UE bitrates, the average throughput gains with blanked subframes and CRE over the scenarios without ICIC are only achieved at a very high load, e.g. where CRE of 13 dB with ICIC (Figure 6a) outperforms the macro-only deployment (Figure 5a); however, even higher average throughput can be achieved with LPNs deployed without using CRE or with the 6 dB offset.
Observation 10: At lower traffic loads, the throughput loss due to the scheduling resource limitation is much higher than the obtained gain from the reduced interference.
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Figure 5. Capacity plots (throughput) for Conf#4b without ICIC: (5a) – all UEs, (5b) – macro UEs, (5c) – pico UEs.
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Figure 6. Capacity plots (throughput) for Conf#4b with blank subframes: (6a)–all UEs, (6b)–macro UEs, (6c)–pico UEs.
7. On Transmission Activity and Blank Subframe Patterns

In this contribution the assumed pattern for almost blank subframes has been as illustrated in Figure 7a, where squares in grey colour correspond to subframes with normal transmissions in the corresponding layer (i.e. macro or pico) and white squares correspond to subframes with reduced transmission activity in the cells of the corresponding layer. In general, reduced activity could mean configuring almost blank subframes (the assumption in this contribution), subframes with reduced-power transmissions, subframes with the reduced cell activity or resource utilization, etc. 
Another pattern as depicted in Figure 7b has been also discussed in RAN1 and has been studied e.g. in [2]. However, it has been found out from the simulation results presented in this contribution that even with the patterns as in Figure 7a, the UE performance in pico cells is superior, whilst the macro UE performance may still be improved. Using the patterns shown in Figure 7b would degrade macro UE performance and would further improve pico UE throughput (which is high, any way) though at a slight degradation of the average pico UE effective bitrate. However, using the patterns as shown in Figure 7c may be justified by the fact that typically it is more reasonable to provide more resources to UEs experiencing worse performance, especially if such UEs for some reason do not benefit from handover to pico cells. Furthermore, depending on the deployment and the traffic load and distribution, it is obvious that there are many situations when there is no pattern which would be the optimal in all scenarios. For example, one could envision scenarios when patterns such as in Figures 7d and 7e may provide best network performance. 
The choice of the pattern depends, among the others, on the traffic demand and cell load. Thus, it is reasonable to assume that in scenarios such as configuration #1 the pico cell load is expected to be low. On the other hand, it is known that the best network performance is often achieved at the balanced load among the cells, which may motivate for CRE in such scenarios. Also, such lightly loaded cells hardly need the same pattern as a macro cell.
And the other way around, there is no reason to use CRE in highly loaded cells which may happen in scenarios such as configuration #4b with 2 pico nodes, rather the opposite – cell shrinking may be considered to offload overloaded pico cells. In this case, patterns such as in Figure 7b may also be considered.
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Figure 7. Transmission activity patterns.
With the simulation results presented in this contribution, using almost blank subframes for data transmissions is not strongly justified, which could also be a consequence of the pattern choice.
Proposal: Agree on a limited set of load-justified patterns for the baseline configurations used for performance assessment of heterogeneous networks, e.g. 

Configuration #1 – as in Figure 7c or 7d,
Configuration #4a – as in Figure 7c,
Configuration #4b – as in Figure 7a (7b could also be studied for configuration #4b with 2 nodes).
8. Summary
The simulation results show that there may be scenarios where CRE provides gains even with a larger bias, which has to be further investigated. (Note that the CRS interference, for example, has not been considered in this contribution as well as only two configurations have been studied in detail.)
Based on the presented results, the following is proposed for performance assessment of time-domain schemes. 
Proposal: Agree on a limited set of load-justified patterns for the baseline configurations used for performance assessment of heterogeneous networks, e.g. 

Configuration #1 – as in Figure 7c or 7d,

Configuration #4a – as in Figure 7c,

Configuration #4b – as in Figure 7a (7b could also be studied for configuration #4b with 2 nodes).
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