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1
Introduction

In [1], the motivation behind deplying DC HSDPA UEs in Single frequency networks (SF-DC-HSDPA) was discussed. Simulation results showed significant performance gains for UEs in soft and softer handover region, when UEs have RxD. In this contribution, we show further results for the more realistic case when cells are non-uniformly loaded. We also show that the results are largely similar when 3D antennas are used. We then introduce a new switching based aggregation algorithm wherein a UE in handover is served by the strongest of the serving and the secondary serving cell in any given TTI. This algorithm gives significant gains for UEs with single Rx antennas since UEs with single Rx antenna cannot suppress other-cell interference as effectively as UEs with RxD can. Finally, we shed some more light on the impact to MAC, RLC and RRC layers as well as Iub due to this feature for both the Intra and Inter-NodeB aggregation scenarios.
2
Simulation Assumptions
Table 1 shows the system simulation assumptions.

Table 1: System Simulation Assumptions

	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	1000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0
Correlation Distance: 50m 

	Max BS Antenna Gain
	14 dBi 

	Antenna pattern
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 2D Pattern:                                                                  

                                                                  Where       = 70 degrees, Am = 20 dB
3D Pattern: Kathrein Antenna Pattern with 7 deg downtile

	Channel Model
	PA3 

	CPICH Ec/Io
	-10 dB

	Total Overhead power
	30%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	UE Receiver Type
	LMMSE with and without RxD

	Maximum Sector

Transmit Power
	43 dBm 

	Traffic
	Bursty Traffic Source Model

File Size: Truncated Lognormal,  
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 , Mean = 0.125 Mbytes

Inter-arrival time: Exponential, Mean = 5 seconds

	Flow control on Iub
	Ideal and instantaneous

	HS-DPCCH Decoding
	ACK decoded on UL (unless mentioned otherwise); C2P used: 2 dB for Intra-NB, 4 dB for Inter-NB 
CQI: Ideal


2.1
3D Antennas and Uniform Loading
Figures 1 and 2 show the average user experience (burst rate) of softer and soft handover UEs if Intra and Inter-NB aggregation are allowed for the case when 3D antennas are used at the NodeB and uniform loading is assumed across the network. Figures 3 and 4 show how significant user experience gains can be for softer and soft handover UEs over the baseline where no aggregation is allowed. 
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Figure 1: Average Softer HO UE Burst Rate Vs Number of UEs/Cell
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Figure 3: Burst Rate Gain for Softer HO UEs Vs Number of UEs/Cell
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Figure 2: Average Soft HO UE Burst Rate Vs Number of UEs/Cell
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Figure 4: Burst Rate Gain for Soft HO UEs Vs Number of UEs/Cell

2.2
Asymmetric Loading

In a realistic deployment, the system is infrequently fully utilized. Consider the case where a UE’s serving cell experiences heavy load over a period of time, while a neighboring cell (in its active set) is comparatively more lighlty loaded during the same period. If Intra/Inter NB aggregation were allowed, such a UE would get scheduled from both the cells thereby resulting in dynamic load-balancing in the network. If aggregation were not allowed, such a UE would only get scheduled from the serving cell and thereby see poorer performance.
To analyze gains in such a scenario, we have assumed that the 3 cells in the center-NB (of the 57-cell/19-NB layout) to have 3N users/cell, while cells in the other 18 NBs to have N users/cell, where N = 1, 2, 4, 8 and 16. Given such an assumption, gains can be seen with Inter-NB aggregation. The following figures zoom into the performance of UEs in the heavily loaded center-NB. Note that the UL has been simulated ideally in the following plots. These simulations have been performed with 2D antennas.
Figure 5 shows the performance of soft-handover UEs with and without Inter-NB aggregation. Figure 6 shows the performance gain for soft HO UEs with aggregation. Note that, gains are increasing with increasing number of users/cell. This is unlike the observation in Figures 1-4 where the loading per cell was uniform across all cells in the system.

In the absence of aggregation (baseline scenario), as N increases, cells in the center-NB see a significant increase in slot utilization. Some of the UEs will go into outage, as their serving cells will not be able to serve them 200 kbps (the offered load per user). Allowing aggregation reduces the outage probability significantly, as shown in Figure 7. Hence the significant increase in gain at high loading.
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Figure 5: Average Burst Rate for Soft HO UEs Vs Number of UEs/cell in center-NB
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Figure 6: Average Burst Rate Gain for Soft HO UEs vs Number of UEs/cell in center-NB
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Figure 7: CDF of burst rate of users in highly loaded cells of center-NB
3
Switching Based Inter/Intra-NB aggregation
Simulation results in the previous section were for UEs with RxD. UEs with single Rx antenna cannot suppress other cell interference as effectively as UEs with RxD. So, instead of simultaneous transmission to the UE from serving and secondary serving cells, we can transmit a packet from the stronger of these two cells in a TTI, based on the CQI feedback.  Thus, this would be equivalent to dynamically switching the serving cell of the UE on a per-TTI basis. UEs will still feed back CQIs seen on both cells using the Rel-8 style CQI channel structure. However, since only one ACK needs to be transmitted, either Rel-7 ACK [2] or Rel-8 ACK with one of the codewords set to DTX can be used. Figures 8 and 9 show the block diagrams of the RF/Front end and baseband processing of such a UE.
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Figure 8: Single Rx Antenna, SF-DC-HSDPA Receiver: RF/Front End
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Figure 9: Single Rx Antenna, SF-DC-HSDPA Receiver: Baseband processing
Due to the assumption that the network dynamically schedules on only one out of multiple serving HS-DSCH cells, we initially focus our study here on the Intra NodeB aggregation case assuming a remote radio head deployment (see Figure 10). 
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Figure 10: SF-DC-HSDPA for Softer Handover scenario; Non co-located sectors, BBU not co-located with RE
Simulation results presented here for this scheme assume a 6-cell remote-radio-head deployment as shown in Figure 11. As seen in Figure 11, the same colored cells correspond to a set of cells controlled by a single NodeB.
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Figure 11: SF-DC-HSDPA for Softer Handover scenario; Non co-located sectors, BBU not co-located with RE
Figures 12 and 13 show that significant performance improvement is possible with this scheme in the RRH deployment in Figure 11.
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Figure 12: Average burst rate for softer-HO UEs vs number of UEs/cell
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Figure 13: Average burst rate gain for softer-HO UEs vs number of UEs/cell

4
Impacts to HS-DPCCH Timing

Given the asynchronous nature of the HSPA system, slot boundaries for any two cells do not coincide. Moreover, clocks at different cells could have different sources and thereby can drift relative to each other. Hence, the HS-DPCCH timeline on the Uplink needs to be defined for SF-DC-HSDPA UEs. Since CQI timelines are fully defined by ACK timelines, we concentrate on ACK timelines in this section.
Figure 14 shows an example case for the timeline. Here the UE’s uplink is synchronized to the serving cell’s DPCH/F-DPCH frame boundary and the secondary serving cell’s P-CCPCH frame boundary is 1.5 slots after the serving cell’s P-CCPCH frame boundary. As shown in the figure, the ACK for subframe 0 of the serving cell starts 7.5 slots after the end of subframe 0 of the serving cell. Assuming that 6 HARQ processes are configured, the Node-B would have 4.5 slots to decode the ACK received.
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Figure 14: Timeline for HS-DPCCH. This example assumes the PCCPCH frame boundary of the secondary serving cell to be 1.5 slots after that of serving cell.

 The UE needs to pair this ACK with that of a subframe “n” of the secondary serving cell. In this example, “n” could either be “0” or “5” to reduce timing related impact. If “n=0”, the UE would have 6 slots in which to generate the ACK for subframe 0 on the secondary serving cell, and the secondary serving cell would have more than 4.5 slots to decode the ACK received. This kind of pairing would compress the ACK timeline at the UE while relaxing it at the Node-B and would therefore suit Node-B deployments where the ACK timeline cannot be compressed. On the other hand, if Node-B timelines can be compressed, then “n=5” can also be an option for consideration. The UE would now have 9 slots to generate the ACK on secondary serving cell, while the secondary serving cell would have 3 slots to decode this ACK.

Note that the option “n=0” implies that the sub-frame “n” on the secondary serving cell is chosen such that its beginning is within sub-frame 0 of the serving cell. The option “n=5” implies that the end of subframe “n” is within subframe 0 of the serving cell. One possible signaling solution to handle the ACK timelines at the UE and Node-B is as below. This solution is valid even if the UE’s UL timing were derived from the secondary serving cell.

Depending upon the compressability of the timelines at the UE and Node-B, the RNC will inform the UE of the subframe pairing through an RRC message. In addition, through an NBAP message, the RNC will inform the secondary serving cell of the timeline for ACK, so that the secondary serving cell can decode and associate this ACK to the appropriate subframe transmitted.  

When clocks at the serving and secondary serving cells drift, it is possible that the beginning (or the end) of subframe “n” of secondary serving cell is no longer within the subframe 0 of the serving cell. In other words, subframe pairing at the UE needs to be updated. Signaling is needed to overcome this problem. In legacy systems, the UE sends a measurement report to the UTRAN notifying it of events 6F/6G as below:

TS 25.331

14.5.2.6, Reporting event 6F: The UE Rx-Tx time difference for a RL included in the active set becomes larger than an absolute threshold

When this event is ordered by UTRAN in a MEASUREMENT CONTROL message, the UE shall send a MEASUREMENT REPORT message when the UE Rx-Tx time difference becomes larger than the threshold defined by the IE "UE Rx-Tx time difference threshold". 

14.5.2.7, Reporting event 6G: The UE Rx-Tx time difference for a RL included in the active set becomes less than an absolute threshold 

When this event is ordered by UTRAN in a MEASUREMENT CONTROL message, the UE shall send a MEASUREMENT REPORT when the UE Rx-Tx time difference becomes less than the threshold defined by the IE "UE Rx-Tx time difference threshold"

Similar to the above, the following solution could be adopted:

The UE sends a measurement report whenever the HS subframe mis-alignment happens. For this purpose, new events will need to be defined whenever the subframe time difference exceeds a threshold. The RNC will then inform the UE of the updated subframe pairing it needs to use for the ACK on the uplink. The RNC will also inform the secondary serving cell of the updated ACK timeline it needs to use.
5
Impacts to Upper Layers

In this section, we summarize our assumptions on the impacts to the MAC, RLC, RRC layers and Iub impact due to the SF-DC-HSDPA feature for both the Intra and Inter-Node aggregation cases.

5.1
MAC layer impact

The SF-DC-HSDPA feature is only applied to HS channels. Therefore, only MAC-hs and MAC-ehs are affected. 

Assumption1: If SF-DC-HSDPA is applied to two cells at the same Node B site, a single MAC-hs/ehs entity with a shared TSN is used by the single Node B.

If SF-DC-HSDPA is applied to two cells at two different Node B sites, each cell must have a separate MAC-hs/ehs entity. Consequently, there will be two MAC-hs/ehs entities at the UE, one for the primary serving cell and the other for the secondary serving cell. The MAC reordering at the UE is done on per serving cell basis. Therefore, out-of-order delivery of RLC PDUs might happen at UE RLC receiver. 

In addition, the two MAC-ehs schedulers need to exchange information on the UE served throughput in order to appropriately adjust each UE’s scheduling priorities. 
Assumption2: If SF-DC-HSDPA is applied to two cells at two different Node B sites, there will be two MAC-hs/ehs entities at the UE, one for the primary serving cell and the other for the secondary serving cell.

Assumption3: If SF-DC-HSDPA is applied to two cells at two different Node B sites, the two MAC-ehs schedulers at the two cells need to exchange information on the UE served throughput.

5.2
RLC enhancements

Assumption4: If SF-DC-HSDPA is applied to two cells at the same Node B site, no RLC changes are necessary.
If SF-DC-HSDPA is applied to two cells at two different Node B sites, minor enhancements to the RLC-AM protocol and implementation are needed to handle the out-of-order delivery, or skew, more efficiently. 
The following example shows the issues caused by the out-of-order delivery, or skew. In Figure 15, the RLC PDUs are constructed and queued at the RLC sender at RNC. These RLC PDUs are forwarded to either cell in response to the flow control as shown in Figure 16. These packets are sent over the air and arrive at the UE in an interleaved fashion, as shown in Figure 17. Even without any packet loss over the air, sequence number gaps will be seen at the RLC receiver at the UE. For instance, at t0, a gap of sequence number 1 to 3 is seen by RLC receiver. This gap is gradually reduced and filled at time t3. However, if a Status PDU is generated between t0 and t3, it will report a gap to the sender. In the lagecy systems, such a reported gap will trigger unnecessary RLC retransmissions. 
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Figure 15: RLC packets queued at RNC.
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Figure 16: MAC-ehs queues at the two Node Bs.

                                         
[image: image18.emf]Queue 

at Cell 1 

3

2

1

0

7

6

5

4

0

0

0

0

1

1

1

2

2 3

4

4

4

4

5

5

5

6

6 7

t

0

t

1

t

2

t

3

Queue 

At Cell 2 


Figure 17: RLC packets arriving at UE at different time instants without packet loss over the air.

Therefore, enhancements are necessary on the RLC layer. As shown below, the changes for such enhancements are incremental and straightforward. 

On the UE side, exisiting SUFIs for the Status PDU can be re-used. The same periodic or event-driven feedback mechanisms remain. 

For each reported sequence number gap, if the packets have never been retransmitted, the RLC sender has to distinguish whether it is due to genuine loss on the physical layer, or out-of-order delivery between the two cells. Since in-order transmission is still maintained for packets which are transmitted for the first time in each cell, a sequence number gap is identified as genuine loss if a packet with a higher sequence number in the same cell is ACKed. 

Therefore, the RLC sender must associate each sequence number to the cell it is sent to. It also has to remember which packets have been retransmitted. There is no need to associate a retranmisison packet to any cell because the retransmissions are given higher priority by the MAC-ehs scheduler and the in-order delivery is not guaranteed between packets first transmitted and packets retransmitted. 

In case a sequence number gap is considered by the RLC sender as caused by skew, the retransmission should be delayed to allow the gap to be filled by the subsequent transmissions. For each sequence number gap first identified as caused by skew, a timer called RetranmissionDelayTimer is started. In the subsequent Status PDU, part of the gap may be ACKed. When the timer expires, if there are still missing data, they will be retransmitted. 

To help the RLC sender to distinguish between genuine loss and skew, the Status PDU should contain information on the packets ACKed after the reported sequence number gaps. Bitmap SUFI is adequate for this purpose. However, neither List or RList SUFI has any explicit ACKs for packets. Although an ACK SUFI could be attached at the end of the same Status PDU containing List or RList SUFI, if the Status PDU does not contain all the sequence number gaps, the ACK SUFI can only acknowledge VR(R). Therefore, the status of any packets which are not in the reported sequence number gaps is unknown to the sender. We propose to add the clarification that within one Status PDU, any packet with a sequence number between the lowest and highest NAKed sequence numbers, but not NAKed in the List or RList SUFI, is considered ACKed. 

For the same example as above, Figure 18 shows the sequence of packet arrival at the RLC receiver when packet 5 is lost over the air. 

At t0, if a Status PDU is generated, it will report a gap of Packet 1 to 3, and ACK Packet 4 and all packets up to 0. The RNC sender will not retransmit the gap since no packet with higher sequence number is ACKed in Cell 1. 

At t1, if a Status PDU is generated, it will report a gap of Packet 2 to 3 and ACK Packet 4 and all packets up to 1. The RNC sender will not retransmit the gap. The loss of packet 5 is not reported yet since no subsequent packet has arrived. 

At t2, if a Status PDU is generated, it will report gaps of Packet 3 and Packet 5, ACK Packet 4, Packet 6 and all packets up to 2. The RNC sender will not retransmit Packet 3 but will retransmit Packet 5 since Packet 6 is successfully received in the same cell as Packet 5. 
As seen in this example, the proposed enhancements ensure no unnecessary retransimissions due to the skew. 
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Figure 18: packets arriving at UE at different time instants with packet loss over the air..
In summary, we list our assumptions on the enhancements needed for RLC AM mode for the SFDC-HSDPA with two cells at two different Node B sites: 

Assumption5: The RLC sender at RNC must keep a record on which cell a RLC PDU is sent to for the first time. It also has to keep a record on which RLC PDU has been retransmitted. 

Assumption6: For each reported sequence number gap, if the packets have never been retransmitted, the RLC sender has to distinguish whether the gap is due to genuine loss on the physical layer, or out-of-order delivery (skew) between the two cells. The sequence number gap is identified as genuine loss if a packet with a higher sequence number in the same cell is ACKed. 

Assumption7: For each sequence number gap first identified as caused by skew, a timer called RetransmissionDelayTimer is started. When this timer expires, the remaining missing data will be retransmitted. 

Assumption8: Within one Status PDU, any packet with a sequence number between the lowest and highest NAKed sequence numbers, but not NAKed in the List or RList SUFI, is considered ACKed. 

5.3
Iub impact 

The amount of skew is controlled by the flow control on the Iub between the Node B and RNC. To limit the skew, a short queue at each Node B is desirable. However, frequent buffer underrun has to be avoided to fully utilize the physical layer resource. Therefore, the amount of data each Node B requests from RNC in each flow control request has to match the UE throughput. The Iub flow control implementation may need to be enhanced to achieve this. 
On the other hand, we find no need to change the flow control messaging or information structure in the messages, except that the information exchange between the two Node B schedulers, discussed previously, needs to be carried by Iub messages. 

Assumption9: The exchange of throughput information between the two MAC-hs/ehs schedulers needs to be carried by messages on the Iub. 

5.4
RRC impact 

In order to avoid having overlapping SCHs in different cells belonging to the same NodeB, a timing delay denoted by T_cell [3] is introduced in each cell of a NodeB to delay the start of SCH, CPICH and the DL Scrambling Code(s) in that cell. In DC-HSDPA, the UE shall not assume the presence of any common physical channel from the secondary serving HS-DSCH cell other than CPICH. Also, the radio frame timing and timing reference for a secondary serving HS-DSCH cell is the same as that of a serving HS-DSCH cell. Hence in order to derive frame timing and timing reference for the secondary serving HS-DSCH cell by reusing a DC-HSDPA UE receiver, the network should signal the timing offset of the secondary serving HS-DSCH cell relative to the serving HS-DSCH cell to the UE.

Assumption10: The network will signal the timing offset of the secondary serving HS-DSCH cell relative to the serving HS-DSCH cell to the UE.

Assumption11: New RRC signalling mechanisms are needed for the UE to signal its capability of SF-DC-HSDPA and the network to configure the UE in and out of SF-DC-HSDPA and to manage the mobility. Certain IEs for Rel.8 DC-HSDPA could be re-used for this purpose.
6
Conclusions

In this contribution, we have shown system results on performance gains for SF-DC-HSDPA with 3D antennas at the NodeB. We have also shown system results that illustrate the implicit load-balancing property that SF-DC-HSDPA has when cells in the system are non-uniformly loaded. Gains in this case increase with increasing load on the heavier-loaded cells, as part of that traffic gets offloaded to neighboring lightly-loaded cells.

In addition, we introduced a new type of SF-DC-HSDPA UE that contains a single Rx antenna and if the NodeB only schedules on one of the serving HS-DSCH cells to such UEs, we observe a significant performance improvement.
Finally, we discussed further the impacts to HS-DPCCH timing as well as summarized our assumptions on the impacts to higher layers due to both the Intra and Inter NodeB aggregation scenarios.
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