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1 Introduction
A/N transmission on PUCCH for CA has been discussed in the recent RAN1 meetings. In last RAN1 meeting (RAN1#61bis), the agreement blow was reached [1]: 
Agreement (for both FDD and TDD): 

· For Rel-10 UEs that support up to 4 A/N bits: PUCCH Format 1b with channel selection

· For Rel-10 UEs that support more than 4 A/N bits: DFT-S-OFDM 

And it was to be considered further whether explicit “DTX” signalling is needed.

The agreement shows that joint coding of A/N bits is needed when multiple component carriers are available for a UE. A codebook design for joint coding of A/N bits was introduced in [2]. This contribution shows comprehensive fading channel simulation results on this design. Simulation study shows that there is no degradation in decoding performance, while explicit DTX information may be fed back to support the HARQ protocol for each carrier.
2 An A/N Feedback Scheme with Explicit DTX State
The block code in [4] is designed to allow progressively utilizing the basis sequence of the block code starting with the lower indexed basis sequence. In other words, using the first k basis sequences in the generator matrix when the number of states to be represented is less than or equal to 2k. Compared to using basis sequence other than the k lowest, this is expected to consistently provide equivalent or better minimum distance property and thus better decoding performance. 
The benefits of providing explicit HARQ DTX feedback are discussed in [3]. If explicit DTX is to be defined, a scheme should be considered to both leverage the minimum distance property of the block code in [4] and to efficiently feed back the DTX state. A design of A/N information vector mapping is shown in [2] and reiterated below,  which always uses the first k basis sequences in the generator matrix when the number of states to be represented is less than or equal to 2k.
Note that for both schemes with or without DTX feedback, the minimum distance property of the block code in [4] can be exploited to improve the decoding performance, with more difficulty in the case of implicit DTX.

2.1 Design principle

Take 3 CCs [CC1, CC2, CC3] in the UE-specific CC set as an example, a total of k =7 bits are needed for all the possible joint A/N states.  If certain component carriers are scheduled, the A/N information of the CC(s) with actual A or N response (not DTX), can be mapped to a subset of k′  lower indexed bits in the information vector; the remaining (7 - k′) higher indexed bits in the information vector can be fixed to indicate the CC groups with actual A/N feedback.  This is illustrated in Figure 1. For the (n, k) block code with (k - k′) higher-indexed bits fixed, effectively a (n, k′) block code is used in the encoding. This means that:

(a) The code design only needs to optimize the (n, k′) code performance as k′ increases from 1 to k. This matches how the block codes in [4] is designed.

(b) The same mother block code (n, k) can be shared among 1 – 5 configured CCs with each optimized. 
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[image: image1]Figure 1   mapping of the 7-bit A/N information vector  for 3-CC set
2.2 Example of A/N State Mapping
Using the 2 configured CC case as an example, one way of mapping the A/N states to the information vectors are shown in Figure 3 below, this design applies to 1 TB, 2 TBs and the mixed scenarios easily, in this paper assume 2 TBs for each CC. 
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Figure 2   An example of mapping the A/N states to the information vector 
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 for 2 configured CCs. 
· If one CC is scheduled, then 2 bits out of  the 5 total feedback bits are real A/N feedback of the scheduled CC, the remaining 3 bits  are predefined to indicate which CC the 2 A/N feedback bits correspond to: 

· In case of  CC0 scheduled,  the 3 predefined bits are {000} , highlighted in green; 

· In case of CC1 scheduled, the 3 predefined bits are {100}, highlighted in pink. 

· If two CCs are scheduled, then 4 bits out of the 5 total feedback bits are real A/N feedback of the scheduled CCs, the remaining 1 bit is predefined to {1}, highlighted in orange, to indicate the 4 A/N feedback bits correspond to CC0 and CC1;

If one DL assignment is missing(DTX occurs) when 2 CCs are scheduled, it could be the DL assignment of CC0 or CC1. In order to detect DTX, eNB should use the codebook not only corresponding to the real scheduled CC group{CC0, CC1}, but also the codebook corresponding to the shrunk scheduled CC group {CC0} and {CC1} to decode the received signal. If the decoding result is one codeword corresponding to the shrunk scheduled CC group {CC0}, then the eNB knows DTX occurs to CC1, and vise versa. 
As discussed, the design has the following advantages:

a) The DTX information is provided to maintain the same HARQ performance on each CC as the single CC scenario.

b) The lower-indexed basis sequences of a block code is always used first before high-indexed basis sequences are used, regardless of how many CCs or which CCs are actually scheduled with data. This has the advantage of better error protection of UCI due to maximize the minimum distances. 

The design example matches the optimization requirement of prioritizing the cases with smaller number of A/N bits.
The complete mapping examples of 3-5 configured CCs are shown in Table 1-3 in appendix I.
3 Decoding Algorithm and Performance Comparison
Maximum A Posteriori algorithm is employed for the scheme with explicit DTX in the decoding procedure, since the missing DL assignment events occur in a low probability: a modified factor related to the prior probability is added to the ML decoding metric, the prior probability of the codewords corresponding to the shrunk scheduled CC group is set to be around 1%, and the probability of the codewords corresponding to the real scheduled CC group is set to be around 99%. Though more codewords are included in decoding procedure, yet the decoder will probably not decode a received signal as a codeword corresponding to the shrunk scheduled CC group unless the codeword is really sent by the UE.
The decoding performance of A/N feedback schemes with explicit DTX and without explicit DTX is shown by the figures in the appendix II.
In all cases, the 2 schemes achieved similar/same decoding performance. Since the explicit DTX scheme can provide more information to assist the HARQ protocol, the explicit DTX scheme is expected to provide superior HARQ performance, especially when the UE misses DL assignments. 
4 Conclusion
This contribution provides the fading channel performance comparison between schemes with and without explicit DTX states. This set of simulation results reinforce the conclusion given by the simple AWGN results shown in [2]. Although more bits and more information (explicit DTX information of CCs) are fed back for the explicit DTX scheme, its decoding performance is not degraded. Therefore it is proposed to adopt the scheme illustrated in section 2 if explicit DTX is introduced to ensure the HARQ performance.
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Appendix I: Examples of Mapping table of scheme with explicit DTX
	Scenario
	Feedback /scheduled CC group
{CC1,CC2,CC3}
	A/N information vectors: 7 bits
(X: ACK/NACK bits; 
highlighted bits: the predefined bits indicating the feedback/scheduled CC group)

	1
	CC1
	X   X   0   0   0  0   0   

	2
	CC2
	X   X   1   0   0  0   0

	3
	CC3
	X   X   0   1   0  0   0

	4
	CC1,CC2
	X   X   X   X   1  0   0

	5
	CC1,CC3
	X   X   X   X   0  1   0

	6
	CC2,CC3
	X   X   X   X   1  1   0

	7
	CC1,CC2,CC3
	X   X   X   X   X  X   1


Table 1.   3 Configured CCs-7 bits
	Scenario
	Feedback /Scheduled CC group
{CC1,CC2,CC3,CC4}
	A/N information vectors: 10 bits
(X: ACK/NACK bits; 
highlighted bits: the predefined bits indicating the feedback/scheduled CC group)

	1
	CC1,
	X   X   0   0   0   0   0   0    0   0   

	2
	CC2
	X   X   1   0   0   0   0   0    0   0

	3
	CC3
	X   X   0   1   0   0   0   0    0   0

	4
	CC4
	X   X   1   1   0   0   0   0    0   0

	5
	CC1,CC2
	X   X   X   X   1   0   0   0    0   0

	6
	CC1,CC3
	X   X   X   X   0   1   0   0    0   0

	7
	CC1,CC4
	X   X   X   X   1   1   0   0    0   0

	8
	CC2,CC3
	X   X   X   X   0   0   1   0    0   0

	9
	CC2,CC4
	X   X   X   X   1   0   1   0    0   0

	10
	CC3,CC4
	X   X   X   X   0   1   1   0    0   0

	11
	CC1,CC2,CC3
	X   X   X   X   X   X   0   1    0   0

	12
	CC1,CC2,CC4
	X   X   X   X   X   X   1   1    0   0

	13
	CC1,CC3,CC4
	X   X   X   X   X   X   0   0    1   0

	14
	CC2,CC3,CC4
	X   X   X   X   X   X   1   0    1   0

	15
	CC1,CC2,CC3,CC4
	X   X   X   X   X   X   X   X    0   1


Table 2. 4 Configured CCs-10 bits
	Scenario
	Feedback /Scheduled
 CC group
{CC1,CC2,CC3,
CC4,CC5}
	A/N information vectors: 12bits
(X: ACK/NACK bits; 
highlighted bits: the predefined bits indicating the feedback/scheduled CC group)

	1
	CC1
	X   X   0   0   0   0   0   0   0   0   0   0

	2
	CC2
	X   X   1   0   0   0   0   0   0   0   0   0

	3
	CC3
	X   X   0   1   0   0   0   0   0   0   0   0

	4
	CC4
	X   X   1   1   0   0   0   0   0   0   0   0

	5
	CC5
	X   X   0   0   1   0   0   0   0   0   0   0

	6
	CC1,CC2
	X   X   X   X   0   1   0   0   0   0   0   0

	7
	CC1,CC3
	X   X   X   X   1   1   0   0   0   0   0   0

	8
	CC1,CC4
	X   X   X   X   0   0   1   0   0   0   0   0

	9
	CC1,CC5
	X   X   X   X   1   0   1   0   0   0   0   0

	10
	CC2,CC3
	X   X   X   X   0   1   1   0   0   0   0   0

	11
	CC2,CC4
	X   X   X   X   1   1   1   0   0   0   0   0

	12
	CC2,CC5
	X   X   X   X   0   0   0   1   0   0   0   0

	13
	CC3,CC4
	X   X   X   X   1   0   0   1   0   0   0   0

	14
	CC3,CC5
	X   X   X   X   0   1   0   1   0   0   0   0

	15
	CC4,CC5
	X   X   X   X   1   1   0   1   0   0   0   0

	16
	CC1,CC2,CC3
	X   X   X   X   X   X   1   1   0   0   0   0

	17
	CC1,CC2,CC4
	X   X   X   X   X   X   0   0   1   0   0   0

	18
	CC1,CC2,CC5
	X   X   X   X   X   X   1   0   1   0   0   0

	19
	CC1,CC3,CC4
	X   X   X   X   X   X   0   1   1   0   0   0

	20
	CC1,CC3,CC5
	X   X   X   X   X   X   1   1   1   0   0   0

	21
	CC1,CC4,CC5
	X   X   X   X   X   X   0   0   0   1   0   0

	22
	CC2,CC3,CC4
	X   X   X   X   X   X   1   0   0   1   0   0

	23
	CC2,CC3,CC5
	X   X   X   X   X   X   0   1   0   1   0   0

	24
	CC2,CC4,CC5
	X   X   X   X   X   X   1   1   0   1   0   0

	25
	CC3,CC4,CC5
	X   X   X   X   X   X   0   0   1   1   0   0

	26
	CC1,CC2,CC3,CC4
	X   X   X   X   X   X   X   X   0   0   1   0

	27
	CC1,CC2,CC3,CC5
	X   X   X   X   X   X   X   X   1   0   1   0

	28
	CC1,CC2,CC4,CC5
	X   X   X   X   X   X   X   X   0   1   1   0

	29
	CC1,CC3,CC4,CC5
	X   X   X   X   X   X   X   X   1   1   1   0

	30
	CC2,CC3,CC4,CC5
	X   X   X   X   X   X   X   X   0   0   0   1

	31
	CC1,CC2,CC3,CC4,CC5
	X   X   X   X   X   X   X   X   X   X   1   1


Table 3. 5 Configured CCs-12 bits
Appendix II: Simulation Results

Simulation Assumptions[7] 
	Parameter 
	Value 

	carrier frequency 
	2.0 GHz 

	System bandwidth 
	5 MHz for ETU

	channel model 
	ETU 3km/h 5 MHz, ETU 120km/h 5 MHz

	frequency hopping 
	at slot boundary 

	antenna setup 
	1Tx, 2Rx 

	RX antenna correlation 
	uncorrelated 

	channel estimation 
	practical 

	CP type 
	normal CP 

	signal bandwidth 
	180 kHz 

	RX false alarm detection threshold 
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	Noise estimation 
	Ideal 

	Number of UEs 
	1 

	Number of PRBs for PUCCH 
	1 

	
[image: image6.wmf]PUCCH

shift

D


	2

	Channel coding
	 Block code (48, A)[5][6]

	Decoding algorithm
	Scheme with explicit DTX: Maximum A Posteriori
Scheme without explicit DTX: Maximum Likelihood

	Transmission scheme
	DFT-S-OFDM: 

( RS SC-FDMA symbols: 2nd and 6th per slot; 
Data SC-FDMA symbols: 1st, 3rd, 4th, 5th, 7th per slot)

	Number of information bits
	Scheme with explicit DTX:

        7(3 configured CCs), 10(4 configured CCs), 12(5 configured CCs)

Scheme without explicit DTX: 

6(3 configured CCs),  8(4 configured CCs),  10(5 configured CCs),

	Scheduled CC group
	Randomly selecting the CCs from the configured CC group in terms of the number of scheduled CCs

	Number of A/N bits
	2 
[image: image7.wmf]´

 # scheduled CCs

	Receiver processing procedure
	1) Collect the power of the received signal;
2) Compare the power with the DTX threshold;

3) If higher than the threshold: MRC, channel estimation, channel equalization, and decoding.
Note: Different receiver processing algorithms and procedures from [5][6] are used.


Simulation Results
1 ETU 3km/h 5 MHz
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Figure 1-1.                                                                   Figure 1-2. 
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Figure 1-3.                                                                     Figure 1-4. 

2 ETU 120km/h 5 MHz
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Figure 2-1.                                                                  Figure 2-2. 


















k′ bits for actual A/N of the CC group
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(k-k′) bits for the corresponding CC group indication
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