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1 Introduction
In RAN1 #61 meeting, the followings were agreed for the PDCCH search space (SS) design [1];

· For a given UE, search space located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC
· A UE’s search space on a PDCCH CC are shared in case  of the same DCI size
The details of search space design including the placement of CC-specific search spaces in a PDCCH CC on which the UE monitors the PDCCH remain for further discussion. In this contribution, we discuss per-CC UE-specific search space design approaches and evaluate each UE-specific search space design method by simulations. 
2 Per-CC UE-specific search space design
In principle, there are two kinds of approaches for per-CC UE-specific SS design in case of the cross-carrier scheduling. 
Approach 1: Single Rel-8 hashing function based per-CC UE-specific SS configuration
In this approach, the starting CCE index of the UE-specific SS for a reference CC should be configured by the Rel-8 hashing function, and SSs of other CCs in a PDCCH CC can be configured with detailed methods described below. A reference CC can be the self-scheduling CC or one of the scheduled CCs, and further discussions are needed for the reference CC definition.

· Consecutive UE-specific SS configuration

Figure 1 shows a consecutive UE-specific SS configuration. With the consecutive SS configuration, the Rel-8 UE-specific SS design can be reused because this method requires single starting CCE index which can be derived from the Rel-8 hashing function. The consecutive SS structure is simple, but the PDCCH blocking probability caused by overlapped SS between UEs may be increased due to the larger SS area of each UE. In case of the small number of CCEs available for PDCCH transmission, the overlapped SS within a UE may be concentrated on specific CC(s). These PDCCH blocking caused by overlapped SS can be alleviated with offset, interleaving, or SS order permutation.


[image: image22.png]Relative Number of UE Blockings,
Random scheduling, 1PDCCH per UE, Sharing, Agg level 1

700

600 >‘

400 \

300 \

200

100

15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100





Figure 1. Example of consecutive UE-specific SS configuration

· Offset based UE-specific SS configuration

For more flexible SS construction and SS randomization, a search space offset between CCs can be introduced for cross-scheduled CCs’ SS configuration. Figure 2 shows an example of the offset-based UE-specific SS configuration. This method can also reuse Rel-8 UE-specific SS equations. The starting CCE indices for cross-scheduled CCs can be specified from the offset. Disjoint/consecutive/overlapped SS structure can be supported according to the offset definition, and the SS overlapping between UEs may be reduced depending on the offset value. Furthermore, different offsets between CCs and UEs can alleviate SS overlapping and PDCCH blocking. This offset value can be CI value, random or higher layer configured. Details are FFS. The necessity of introducing offset should be studied considering the tradeoff between flexibility and SS randomization performance. 
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Figure 2. Example of offset based UE-specific SS configuration

· Interlaced UE-specific SS configuration

Figure 3 shows an interlaced SS structure. In this method, by interlacing multiple CCs’ SSs with granularity of one or multiple PDCCH candidate(s), the PDCCH blocking in case of SS overlap can be distributed over CCs. This method can also reuse Rel-8 hashing equation for the UE-specific SS starting CCE index calculation. This interlaced SS structure may be different from the Rel-8 UE-specific SS structure with consecutive PDCCH candidates for each CC in case of the cross-carrier scheduling. But, the interlaced SS design doesn’t impact on the PDCCH decoding of Rel-8 UEs and Rel-10 UEs with single carrier capability. 
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Figure 3. Example of interlaced UE-specific SS configuration
· Sparse interlaced UE-specific SS configuration

For more flexible SS construction and SS randomization, an offset between CCs can be introduced for cross-scheduled CCs’ SS configuration. Figure 4 shows an example of the sparse interlaced UE-specific SS configuration. PDCCH candidates within a SS are placed with interlaced form and the starting CCE indices for cross-scheduled CCs can be specified from the offset. 
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Figure 4. Example of sparse interlaced UE-specific SS configuration

Approach 2: Multiple hashing function based per-CC UE-specific SS configuration
· Carrier-specific parameter for multiple hashing function

In approach 2, per-CC UE-specific SS are configured by CC-specific hashing function as shown in figure 5, thus the modification of Rel-8 UE-specific SS design is required. New hashing function should be designed for SS randomization between UEs and CCs. The PDCCH blocking probability within a UE may be increased due to unintentional SS overlapping by independent hashing per CC. Details of CC-specific hashing function are FFS.
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Figure 5. Example of multiple hashing based SS configuration
3 Performance evaluation
In this section, we show the performance evaluation result of the SS configuration methods discussed in section 2. For the comparison, following UE-specific SS designs are considered in the simulation. 

· Consecutive : SS for the cross-scheduled CC is placed consecutively after SS for the self-scheduled CC

· Offset : SS for the cross-scheduled CC is placed based on an offset after SS for the self-scheduled CC (random value and CI related value are assumed for the offset value)

· Multi-hashing : SS for self-scheduled CC is configured by Rel-8 hashing function and SS for the cross-scheduled CC is placed by independent hashing function (random starting CCE index generation and CI based hashing [2] are evaluated)

· Interlaced : Simple interlaced SS design (Figure 3) and sparse interlaced SS design with CI offset values (Figure 4) are considered
3.1 Simulation environment
Table 1 summarizes simulation parameters to evaluate the self and mutual PDCCH overlapping ratios [5] and the UE blocking probability which is the number of UE blockings normalized by the number of total UEs during simulation time.

Table 1. Simulation Assumption

	Parameters 
	Assumptions 

	1)  Number of CCs
	2

	2)  Number of CCEs
	For PDCCH overlapping: 6~100
For PDCCH blocking: 80

	3)  Number of PDCCHs per UE
	1, 2

	4)  UE scheduling
	Random, L8 priority

	5)  PDCCH assignment among candidate position in a SS
	Random

	6)  SS sharing
	On, off

	7)  UE’s aggregation level distribution [4]
	L1=50%, L2=40%, L4=7%, L8=3% 

	8)  Number of drops and number of subframes with a single drop
	10000 and 10


1) For every drop, two SS’s for two CCs are configured for each UE according to the SS construction methods discussed in the above section.
2) For self and mutual overlapping ratios, two PDCCHs are assumed with various total number of CCEs from 6 to 100.  In order to compare the UE blocking probability, the number of CCEs is fixed to 80, and it is observed with various numbers of UEs. 
3) Our simulations include two cases of the number of PDCCHs per UE. In case of the number of PDCCHs per UE is 1, a single PDCCH is randomly scheduled either one of the self-scheduled SS and cross-scheduled SS. In case of the number of PDCCHs per UE is 2, it’s assumed that one PDCCH is scheduled on the self-scheduled SS and the other PDCCH is scheduled on the cross-scheduled SS. 
4) Regarding UE scheduling methods, random scheduling and L8 priority scheduling are used. 
The random scheduling chooses UEs in a queue with a random order, whereas the L8 priority scheduling schedules queued UEs based on their aggregation level in descending order i.e. UEs with higher aggregation level has a higher scheduling priority than others, and among UEs with the same aggregation level, random policy is used. 

5) If a SS is configured, a PDCCH can be scheduled on any one of PDCCH candidate positions within a SS. In our simulation, a PDCCH is scheduled on a randomly selected one PDCCH candidate among available PDCCH candidate positions which is not assigned for other PDCCHS, i.e. not selected by ascending or descending order among available PDCCH candidates. As a result, a PDCCH blocking is counted when there is no more available PDCCH candidate in the assigned SS region. 
6) The SS sharing for the same size of DCI format is agreed in the last meeting [3], and we simulate the UE blocking probability considering the SS sharing option. With the SS sharing, a PDCCH can utilize both SS’s, i.e., self-SS and cross-SS. Without the SS sharing, all PDCCHs are scheduled only within a designated SS. 

7) The distribution of UE’s CCE aggregation levels are 50%, 40%, 7%, and 3 % for aggregation levels of 1, 2, 4 and 8, respectively. 

8) Regarding the simulation time, 10000 simulation drops are used, and each drop includes 10 subframes.
3.2 PDCCH overlapping ratio
Regarding the PDCCH overlapping, self-overlapping means the overlapping SSs among different CCs within one UE, and mutual-overlapping can be defined as the overlapping SSs among different UEs [5]. . Figures 6-a and 6-b provide self-overlapping and mutual-overlapping ratios for aggregation level of 1, respectively.
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Figure 6-a. Self-overlapping ratio                          Figure 6-b. Mutual-overlapping ratio
Figure 6. Self- and mutual-overlapping ratios
The self-overlapping ratio of the consecutive, CI offset, interlaced, sparse interlaced scheme is lower than that of other schemes, and it becomes zero as the number of CCEs is larger or equal to 20. This is because SS schemes with a single hashing can completely eliminate SS overlappings within one UE’s SS’s when the number of CCEs is enough. Since SS starting CCE indices of both SS’s generated from the multi-hashing or random offset schemes are random, these schemes cannot guarantee completely disjoint SS’s construction within a UE even with a large number of CCEs. 
In the mutual overlapping ratio, multi-hashing and random offset schemes show slightly better performance because the SS positions for different CCs within a UE are effectively randomized. That is, the mutual overlapping ratio of the multiple hashing based approach shows better performance due to the separation between two SS’s. The same tendency is also observed at other aggregation levels. 
We evaluated and discussed about two types of PDCCH overlapping ratios in this section. However, it is difficult to decide which approach is definitely good only with the PDCCH overlapping ratio comparison. Though the PDCCH overlapping ratios are important measures, the UE blocking probability is more realistic and straightforward performance metric in the system perspective. Therefore, we simulate and evaluate the UE blocking probability in the following section. 
3.3 UE blocking probability with random scheduling
For the UE blocking probability performance comparison, we define the “sparseness” of each SS scheme for the explanation. The “local sparseness” means that how sparse PDCCH candidates are distributed in a SS region and the “global sparseness” represents that how sparse PDCCH candidates of two SS’s within a UE are distributed over the UE’s entire SS range.
Figure 7 shows the UE blocking probability in case of the random UE scheduling, 2 PDCCHs per UE, and no SS sharing. In the case of 2 PDCCHs per UE, the UE blocking is counted if at least one PDCCH among 2 PDCCHs per UE is blocked. In case that 2 PDCCHs per UE are assigned and no SS sharing is assumed, the interlaced types, i.e., pure interlaced and sparse interlaced, show better UE blocking performance due to the fact that the PDCCH candidates within a SS are widely spread than other schemes. In other word, the sparse interlaced scheme’s local sparseness is larger than other schemes. 
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Figure 7. UE blocking probability (2 PDCCHs per UE, random UE scheduling, no SS sharing)

Figure 8 is the UE blocking probability of L1 UEs when SS sharing is applied. And, other simulation results with 2/4/8 CCE aggregation level are provided in Appendix. While the performance difference of the L1, L2 UE’s blocking probability is clearly exposed, as shown in the UE blocking probability of L4, L8 UEs, the difference of each SS design characteristics is not clearly revealed at higher aggregation levels because the number of PDCCH candidates of aggregation levels 4 and 8 is small and the number of CCEs in a PDCCH candidate is large. Thus, we show the UE blocking probability of L1 UEs for clear performance comparison. As explained in Figure 7, in case of no sharing, the UE blocking probability is dominantly affected by sparseness within a SS, i.e. local sparseness. With SS sharing, a PDCCH can utilize not only its own SS, but also another SS. Therefore, the UE blocking probability is also affected by how sparse two SS’s within a UE are distributed, i.e., global sparseness. The offset CI and sparse interlaced schemes guarantee a certain level of separation between two SS’s, and thus, we would say that these schemes have better global sparseness which cause enhanced performance compared to no sharing cases. For sparse interlaced scheme, both local and global sparseness are better than other schemes. Thus, the sparse interlaced SS obviously shows the best performance. In case of 5 UEs, the relative number of UE blockings of other schemes is over 25 times compared to the sparse interlaced scheme.
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Figure 8. UE blocking probability and relative number of UE blockings of L1 UEs

Figure 9 shows the UE blocking probability of L1 UEs for 1 PDCCH per UE without SS sharing, and other simulation results with 2/4/8 CCE aggregation level are also provided in Appendix. Since only one PDCCH is assigned per UE, the UE blocking probability and PDCCH blocking probability is the same. The performance trend is the same as the case of 2 PDCCHs per UE without sharing, shown in Figure 7. However, there is no difference between non-interlaced types, i.e., consecutive, random offset, multi-hashing, hashing CI and offset CI, while some differences were observed in Figure 7. This is because all non-interlaced schemes are identical SS construction under the assumption of no sharing and 1 PDCCH per UE. In case of 2 PDCCHs per UE, global sparseness affects the UE blocking probability even without SS sharing. We can observe that the sparse interlaced scheme shows over 45 times lower number of blockings than other schemes in case of 5 UEs.
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Figure 9. UE blocking probability and relative number of UE blockings of L1 UEs
Figure 10 shows the UE blocking probability in case of the random UE scheduling, 1 PDCCH per UE, and SS sharing are assumed. It shows the same trend with the case of 2 PDCCHs per UE with sharing.  Due to local and global sparseness, the sparse interlaced SS design shows the best performance. The CI offset scheme shows the 2nd best due to global sparseness. With the UE-specific CI offset based SS schemes, the distance between the self-scheduled CC’s SS and the cross-scheduled CC’s SS is uniquely determined according to the difference of the UE’s CI values for CCs. This UE-specific offset seems to be helpful to decrease blockings between UEs. 
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Figure 10. UE blocking probability and relative number of UE blockings of L1 UEs

3.4 UE blocking probability with aggregation-level prioritized scheduling
In addition of the evaluation result for the case of random UE scheduling, the UE blocking probability in case of L8 priority scheduling, which is explained in section 3.1, is also simulated. 
With the UE priority scheduling, the performance gap between each SS scheme is more obvious than the case of random UE scheduling. Since the UE of large aggregation level is scheduled with higher priority, many of consecutive CCEs are pre-occupied for that UE’s PDCCH scheduling. In this situation, the SS design with better local and global sparseness properties have more opportunity of scheduling than other SS schemes because the sparsed PDCCH candidates can get out of the pre-occupied consecutive CCEs than SS schemes with consecutive candidates. For example, if a UE of aggregation level 8 is scheduled on the CCE index 0, CCEs from index 0 to 7 is are occupied for that UE and these CCEs are not available for other UE’s PDCCH transmission. In this case, if assume that the starting CCE index of other UE at aggregation level 1 is also 0, interlaced SS can schedule PDCCH candidate on the CCE index 8 or 10 whereas the consucutive SS structure can not schedule any of  PDCCH candidates on their SS. Therefore, the more UEs of higher aggregation level are scheduled, the SS schemes which have better local and global sparseness show much lower UE blocking probability. 
Figure 11 shows the simulation results of UE blocking probability with random scheduling and L8 priority scheduling. The figure on the left is the UE blocking probability of the random scheduling, and the figure on the right is for the L8 priority scheduling. As shown in figures, the same tendency of UE blocking probability is appeared in each case for both scheduling methods, but more clear performance difference is observed with L8 priority scheduling than the case of random UE scheduling.
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Figure 11. UE blocking probability (1 PDCCH per UE, No SS sharing)

4 Summary

In this contribution, we discussed about UE-specific SS configuration method for cross-carrier scheduling and evaluate possible approaches in terms of self- and mutual overlapping ratios and UE blocking probability. Our results have shown that interlaced types of SS design and CI offset based SS design for cross-CC scheduling would provide the good performance in terms of UE blocking probability. This implies that there is potential gain of the interlacing and/or offset on top of the single hashing based schemes. This is because that interlaced types show better local sparseness, and SS designs with the UE-specific offset (CI offset, sparse interlaced) have good global sparseness. Furthermore, UE-specific offset is helpful for the blocking probability reduction between UEs because the distance between the self-scheduled CC’s SS and the cross-scheduled CC’s SS is uniquely determined according to the UE’s offset value.

Based on the simulation results and discussions above, we think that the following factors should be considered for the SS design.
· In case of no search space sharing, SS design which have better local sparseness property shows lower UE blocking probability. That is, the more CCE distributions are guranteed within a SS, the lower UE blocking probability can be achieved. 
· In case of search space sharing, not only the local sparseness but also the global sparseness should be considered for the SS design. It means that the more CCE distributions are assured over the entire range of two SSs, the lower UE blocking probability can be achieved considering the SS sharing. In this respect, the UE-specific offset value is beneficial for the UE blocking probability reduction.
As a conclusion, we prefer the following UE-specific SS design for the cross-carrier scheduling.
· On top of the single hashing function based UE-specific SS structure, interlacing within a SS and UE-specific offset between SSs can be considered futher to apply sparseness on SS structure.
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Appendix
Figures 12, 13, and 14 show the UE blocking probability of aggregation levels of 2, 4, and 8 in case of 2 PDCCHs per UE with SS sharing.
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Figure 12. UE blocking probability of CCE aggregation level 2 (2 PDCCHs per UE, SS sharing)
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Figure 13. UE blocking probability of CCE aggregation level 4 (2 PDCCHs per UE, SS sharing)
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Figure 14. UE blocking probability of CCE aggregation level 8 (2 PDCCHs per UE, SS sharing)

Figures 15, 16, and 17 show the UE blocking probability of aggregation levels of 2, 4, and 8 in case of 1 PDCCH per UE without SS sharing.
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Figure 15. UE blocking probability of CCE aggregation level 2 (1 PDCCH per UE, no SS sharing)
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Figure 16. UE blocking probability of CCE aggregation level 4 (1 PDCCH per UE, no SS sharing)
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Figure 17. UE blocking probability of CCE aggregation level 8 (1 PDCCH per UE, no SS sharing)
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