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1 Introduction

Herein we discuss some remaining issues with respect to the uplink UCI signaling and channel coding. In RAN1 #61, the following was agreed for the UCI multiplexing on PUSCH:
· HARQ-ACK and RI:

· Replicated across all layers of both CWs 
· TDM multiplexed with data such that UCI symbols are time-aligned across all layers 

· FFS: How to determine the number of UCI symbols on each CW and each layer  

· CQI/PMI: transmitted only on 1 codeword 
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· Reuse Rel-8 multiplexing and channel interleaving mechanisms

· Extension: The input to data-control multiplexing 
· {
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} is grouped into column vectors      
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 of length Q_m*L 

· L (1 or 2) is the number of layers the CW is mapped onto

· Enable time (RE) alignment across 2 layers for L=2

· UCI symbol-level layer mapping: same as (treated as a part of) data

· FFS: Mechanism for CW selection
In the following we propose a simple way to specify the above agreed behavior and conclude on some difficulties arising when the replicated UCI is encoded with different modulation on different layers.
2 Equivalent formulations of the PUSCH multi-layer processing
The agreement on UCI multiplexing in RAN #61, concluded that CQI/PMI is spatially multiplexed on layers associated with one of the codewords, whereas the UCI signal is replicated on all layers. The agreement was written with the per-codeword processing, illustrated in Figure 1, in mind.  In the following we describe the per-codeword processing and propose an alternate per-layer processing schematic that allows for an equivalent output, but with a more streamlined specification.

2.1 Per-codeword PUSCH Processing and UCI Multiplexing
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Figure 1 Illustration of a per-codeword schematic of the PUSCH processing and UCI multiplexing
With a per-codeword schematic each codeword is processed separately, which requires the channel coding of RI and HARQ-ACK, as well as the channel interleaver to adapt to the number of layers that the codeword eventually is mapped onto. In the agreement, which implicitly assumes a per-codeword schematic, this is reflected in the channel interleaver processing 

· The grouping of the bits in the channel interleaver where 
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is the number of layers of the codeword). 
· The number of matrix rows (of coded symbols) in the channel interleaver equals the bandwidth (i.e., number of subcarriers) times the number of layers
Also, in order to achieve the agreed replication of HARQ-ACK and RI on all layers, also the channel coding must be adapted such that the same coded symbol is mapped to all layers assigned to the codeword. If the codeword is mapped only to a single layer, then the channel coding of Rel-8 can be reused, and let the coded bits be (taking RI for the example)
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or equivalently if we group bits into coded symbols of 
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bits (eventually corresponding to a modulated symbol), 
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If the codeword, however, is mapped onto two layers, then each coded symbol must be replicated onto both layers, corresponding to the channel code
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where the color coding emphasizes that green symbols (every second) will eventually be mapped to the first layer and red symbols to the second layer of the codeword. For example, for QPSK the channel code for two layers will be
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Observations

· With a per-codeword schematic the channel interleaver as well as RI and HARQ-ACK channel codes must take the layer mapping into account and adapt the behavior depending on the number of layers a codeword is mapped onto

· With a per-codeword schematic the RI and HARQ-ACK channel coding must take the replication in addition to the replication between codewords.

· With a per-codeword schematic the grouping of bits does not correspond to coded symbols (i.e., modulated symbosl)

· With a per-codeword schematic the channel interleaver matrix no longer have the meaning of the resource grid because up to two layers are interlaced.

2.2 Per-layer PUSCH Processing and UCI Multiplexing

However a near equivalent way, see Section 2.3, to specify the PUSCH processing is illustrated in Figure 2. By performing the layer mapping on the coded symbols prior to the channel interleaver, the dependence on the number of layers of the codeword is removed from the channel interleaver and the RI and HARQ-ACK channel coding, allowing for a more streamlined specification, wherein the channel interleaver and channel coding of RI and HARQ-ACK may be reused, as is, from Rel-8. 
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Figure 2 Illustration of a per-layer schematic of the PUSCH processing and UCI multiplexing 

Here, the data and control multiplexing of Rel-8 is reused wherein the bits are grouped into coded symbols of 
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bits. Hence, if for example CQI is multiplexed with the first codeword then the multiplexed coded symbols are given as 
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where
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denotes the mth coded symbol of the kth codeword and 
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the mth coded symbol of the CQI codeword. The layer mapping operates on the coded symbols along the agreed behavior. For example, if there is a four layer transmission then the coded symbols
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are split (S/P) between the layers as

layer 0: 
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layer 1: 
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where 
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(

~

l

m

g

denotes the mth coded symbol on the lth layer.

The input to the channel interleaver and the RI and HARQ-ACK channel coding of layer l is then given by
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which are treated exactly as in the Rel-8 processing.

Observation

· With a per-layer schematic of the PUSCH processing and UCI multiplexing, the channel interleaving and RI and HARQ-ACK channel coding are layer-mapping agnostic and can be reused, as is, from Rel-8
2.3 Equivalence of the Two Formulations
Note that the choice of a per-codeword schematic or a per-layer schematic are primarily a matter how to specify the PUSCH processing, since the functional output is essentially the same. For rank one and rank two transmissions, the processing is trivially equivalent, since there is a one-to-one mapping between a layer and a codeword. Also, as is shown in the Appendix, the final resource mapping of the coded data, CQI, RI, and HARQ-ACK symbols is identical for the per-layer processing and for the per-codeword processing, regardless of the transmission rank. 

The only potential difference is that the used scrambling sequences may differ, depending on how they are specified. For per-layer processing it makes most sense to use a separate scrambling sequence for each layer that, for example, could be initialized as
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where 
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is the seed of the lth layer. If, on the other hand, a per-codeword schematic is used for the specification, it would make sense to initialize the two sequences as
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where q denotes the codeword index.

Note, however, that by for example interlacing the two per-layer sequences of a codeword to form a per-codeword scrambling sequence, the output of the per-layer and per-codeword processing will be bit-equivalent. Therefore, regardless of how the PUSCH processing is specified, it can be implemented using either a per-layer or a per-codeword processing chain.
Observations
· The per-codeword and the per-layer schematics (processing) will yield an identical resource mapping of the coded data, CQI, RI, and HARQ-ACK symbols.

· The scrambling sequences can be constructed so that the per-layer and the per-codeword processing yields bit equivalent output.
Proposal

· It is proposed to adopt a per-layer schematic of the UCI processing as to avoid unnecessary specification of  channel interleavers and RI and HARQ-ACK channel coding.

3 On the Modulation order of the UCI

In the Rel-8 specification the 1 and 2 bit block codes used for RI and HARQ-ACK channel coding inserts placeholder bits to ensure that the effective modulation is always QPSK (i.e., regardless of the modulation of the data, the RI and HARQ-ACK are only modulated using the corner points of the data constellation). This is highly suitable for the agreed design of replicating the coded HARQ-ACK symbols onto all layers, since the modulated HARQ-ACK or RI symbol will effectively always use the same QPSK modulation regardless if the modulations of the individual data codewords use different modulation orders.

However, for larger payloads, such as for HARQ-ACK multiplexing in TDD for which the RM code is used, there is currently no insertion of placeholder bits to ensure an effective QPSK modulation and hence the UCI will use the same modulation as the data codeword. This raises a potential concern for the agreed replication design, since the UCI modulation may be different on different layers (belonging to different codewords). This will effectively prohibit the agreed replication, and the encoded UCI bits will get out of synch on the different layers.

Observation

· In Rel-8 UCI encoded using the Reed Muller (RM) code are not constrained to QPSK (unlike 1 and 2 bit UCI payloads)

· If different modulation is used for the UCI on different layers, the agreed replication changes behavior because the sequences become unsynchronized on the different layers.

There are essentially two options to deal with the above issue: Either it is concluded that it is not a problem and the sequence can be effectively decoded regardless, or we decide to include placeholder bits, x, also for the RM code so that the effective modulation is limited to QPSK on all layers.
For Rel-10 it is likely that the use of the RM code will be frequent since it may very well be used to encode 3 bit RI, as well as for jointly encoded HARQ-ACK and RI of multiple component carriers. Therefore it is important that we carefully investigate the transmission properties of unsynchronized replication or align the UCI for all payloads and insert placeholder bits, also for RM encoded codewords, to achieve an effective QPSK modulation of the UCI on all layers. 
Proposal

· Investigate the behavior of unsynchronized replication on different layers, or align the UCI for all payloads and insert placeholder bits, also for RM encoded codewords, to achieve an effective QPSK modulation of the UCI on all layers.
4 Conclusion

Observation

· With a per-codeword PUSCH processing schematic the channel interleaver as well as RI and HARQ-ACK channel codes must take the layer mapping into account and adapt the behavior depending on the number of layers a codeword is mapped onto

· the RI and HARQ-ACK channel coding must take the replication in addition to the replication between codewords.

· the grouping of bits does not correspond to coded symbols (i.e., modulated symbosl)

· With a per-codeword schematic the channel interleaver matrix no longer have the meaning of the resource grid because up to two layers are interlaced.

· The per-codeword and the per-layer schematics (processing) will yield an identical resource mapping of the coded data, CQI, RI, and HARQ-ACK symbols.

· The scrambling sequences can be constructed so that the per-layer and the per-codeword processing yields bit equivalent output.

· In Rel-8 UCI encoded using the Reed Muller (RM) code are not constrained to QPSK (unlike 1 and 2 bit UCI payloads)

· If different modulation is used for the UCI on different layers, the agreed replication changes behavior because the sequences become unsynchronized on the different layers.

Proposal

· Investigate the behavior of unsynchronized replication on different layers, or align the UCI for all payloads and insert placeholder bits, also for RM encoded codewords, to achieve an effective QPSK modulation of the UCI on all layers.
· It is proposed to adopt a per-layer schematic of the UCI processing as to avoid unnecessary specification of channel interleavers and RI and HARQ-ACK channel coding.
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5 Appendix
In Figure 3 and Figure 4 the processing of the coded data, CQI, RI, and HARQ-ACK symbols are illustrated for the per-codeword, and the per-layer schematics. In the figures a four-layer transmission is shown, and the CQI codeword is multiplexed with the first data codeword. Also to simplify the reading, the coded symbol for each layer has been color coded (green for layer 0, red for layer 1, blue for layer 2, and yellow for layer 3). As can be seen the final output of each layer (each column represents a DFTS-OFDM symbol) the resulting resource mapping is the same in both figures. The only difference is that potentially a different scrambling sequence may have been applied in the two figures. The same conclusion follows analogously for other transmission ranks and CQI to data codeword mappings. 
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Figure 3 Illustrating the PUSCH signaling and UCI multiplexing for a per codeword processing schematic. 
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Figure 4 Illustration of the PUSCH signaling and UCI multiplexing for a per layer processing schematic
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