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1
Introduction

In RAN1#61, a way forward [1] was agreed about UE feedback and the double codebook structure:

· A precoder W for a subband is obtained as a matrix multiplication of the two matrices (Wk , k = 1, 2) 
· Note that two codebooks need to be designed

· Note that a kronecker structure is a special case

· Note that the matrices can have block structure (e.g. block diagonal) 

· Some codebook proposals may require explicit normalization 

· For 8 Tx, the precoder W can take on the form of

· For rank 1, at least 16 different beams (grid of beams) for co-polarized ULA

· The beams fully utilize all PAs and each beam achieves the maximum possible array gain 

· Example: DFT based precoder vectors

· For rank 1 and rank 2, at least 8 different beams (grid of beams) for each group of 4 co-polarized antennas in the closely spaced cross-polarized setup

· The beams fully utilize all PAs and each beam achieves the maximum possible array gain 

· Example: DFT based precoder vectors

· Additional precoders are not precluded

· At least for a (configurable) subset of the precoders W obeys the following properties
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Full PA utilization property, i.e.,

· Orthogonal columns with same norm (unitary precoding)

Some further clarifications were also included:
· Study further precoders that do not obey the properties described in the 3rd bullet. 
· Note that statements regarding achieving maximum array gain do not preclude further study of other alphabets e.g. 8PSK.
· FFS whether matrix multiplication in first bullet means W1xW2 and/or W2xW1.
While these agreements present some progress in terms of feedback framework and limit the scope of the design, a number of issues still remain open regarding the details of the structure, ranging from the order of the matrices in the product to the very details of the two codebooks, including finally the exact codewords. In this contribution, given the earlier agreements on the feedback framework and targeted scenarios, we aim to further narrow down the design scope. We also address the issue of higher ranks which has been largely neglected so far but needs to be finalized as well in order to complete 8-Tx MIMO support in Rel-10.
2
Further aspects of double codebook framework
It has been widely acknowledged that the feedback should support both SU-MIMO and MU-MIMO operation under one feedback mode. Prioritized scenarios for 8-Tx include dual-polarized arrays with 4 dual-polarized elements with λ/2 spacing, and uniform linear arrays with 8 co-polarized elements with λ/2 spacing. The third included scenario is dual-polarized array with 4λ spacing, representing a highly spatially uncorrelated scenario.
In case of low channel azimuth spread, the two first types of antenna setups imply a highly spatially correlated channel, even though in case of dual-polarized arrays the two polarization branches may still be considered uncorrelated. In any case, such high-correlated channels are ideal for MU-MIMO operation as the UEs can be separated using the channel long-term properties, e.g. in angular domain using a grid of beams. For this purpose, the agreed way forward already states that the final precoder can take the form of one of at least 16 beams in case of rank-1 and co-polarized ULA, or one of at least 8 beams for each group of 4 antennas in case of closely spaced dual-polarized setup. Such grid of beams is well-known to provide good performance in channels with high spatial correlation.

With higher azimuth spread, the channel becomes less correlated spatially even in case of closely spaced antennas, and SU-MIMO may become more attractive than MU-MIMO. In such case the feedback/codebook should provide means of capturing the azimuth spread which the usual kind of grid of beams feedback does not do. Since the channel becomes less correlated, frequency-selective PMI feedback needs to be supported. Especially this becomes an issue for higher ranks which typically occur in quite uncorrelated channels, in other words when the azimuth spread is very large. Obviously for fully uncorrelated channels an IID codebook would offer the optimal solution, however since we need to support both low and high correlated cases and both SU- and MU-MIMO something different is needed in this case. 
Observation: Codebooks for Rel-10 DL MIMO should support the following network deployment scenarios: high/low azimuth spread, single/dual polar arrays, large/narrow antenna spacing, SU/MU operation.
Other requirement for the feedback is that it should provide good enough spatial resolution. With DFT vectors this is achieved by oversampling the DFT base vectors with a large enough oversampling factor (two or four). The beams presented by the DFT vectors both offer maximum array gain and represent long-term properties of the channel, and thus fit best to W1.To capture the azimuth spread of the channel as well as possible, W1 should represent the whole azimuth spread rather than just the main azimuth direction of the UE, in other words W1 should include multiple DFT vectors instead of just one. In order to support the dual-polarized setup properly, also inter-pole co-phasing terms are needed. Since this is frequency-selective/short-term information, it fits best to W2. Regarding other properties of the codebooks, we do not think that restricting the codebook alphabet further is necessarily needed for reducing the UE computational complexity and can be skipped if it implies negative performance impacts. Keeping the nested property is at least to some extent (some ranks) desirable if it can be done without sacrificing performance.

Regarding feedback overhead for aperiodic reporting, the overhead seen in Rel-8 for TX mode 4 with 4 active CRS ports and feedback mode 1-2 is reasonable (~60bit@20MHz). We feel that given this overhead one should rather optimize the performance in multiple scenarios than use the double codebook structure for decreasing the already reasonable overhead further. Focusing excessively on feedback overhead could lead to designs which are not flexible enough to support even the most critical scenarios that operators will encounter in real world deployments.
Proposal: To achieve a versatile Rel-10 DL MIMO solution with good performance in different deployment scenarios, tradeoff between feedback overhead and performance in different scenarios should be considered.

Given the guidelines discussed above, in the following we discuss further design aspects of the double codebook structure. Long-term information does not seem very useful for higher ranks 3-8 as these ranks require practically uncorrelated channels and thus the codebook should be able to excite nearly the whole channel space. Hence we have split the design according to ranks as described below. However, it is noted that the design for ranks 3 and 4 highly depends on the optimized antenna configuration as will be discussed, hence while here we have split the design between ranks 1-2 and 3-8, the split could also be made between 1-4 and 5-8. 

2.1
Double codebook framework for ranks 1-2
There has been a lot of debate about the order of the matrices in the matrix product, i.e. whether the product should be formed as W=W1W2 or W=W2W1. The first is clearly more natural for UE implementation where it is desirable to perform W2 selection on the equivalent channel HW1 after W1 selection. W1 is long-term information and hence selected less often and independently from W2. Thus being able to perform W2 selection on the equivalent channel would significantly decrease the UE computational complexity, and also allow reuse of Rel’8/9 PMI selection functionality in the implementation.
Actually as will become obvious later, and as was already pointed out in the UE feedback e-mail discussion prior to RAN1#61, it seems that in most proposals the product can be formed in either way, also without losing the actual physical meaning of the feedback. In order to progress UE feedback and allow timely completion of the DL MIMO WID, we feel that an agreement on the order of the matrices should be reached soon.
Proposal: Precoder W is formed as a matrix product W=W1W2.

As described e.g. in [3][5], a cross-polarized antenna setup implies long-term channel properties which are naturally well-matched to a block-diagonal structure for W1. Here the block matrices in W1 would comprise DFT vectors of length 4. Since length-Nt DFT vectors can be formed from two length-Nt/2 DFT vectors, the same block matrices can be used to form DFT-8 vectors for ULA purpose. Hence, W2 would need to include co-phasing terms which are used for combining the polarization branches in case of cross-polarized arrays, and to form the DFT-8 vectors from two DFT-4 vectors in case of uniform linear arrays.
To address the higher azimuth spread scenarios, W1 should include multiple DFT-4 vectors (per block) from which the selection can be done separately for each subband with W2. This gives the freedom to address a larger angular space with W2 per subband which is needed in case of higher azimuth spread, i.e. less correlated scenarios. With this approach, the format of W1 will be as follows:
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where X is a 4xNb matrix consisting of Nb columns vectors extracted from an oversampled DFT-4 matrix, or in other words subsets comprising Nb DFT-4 vectors (beams) are chosen into X. Selection of Nb mainly depends on the expected azimuth spread and will be addressed in more detail in section 3.1. Note that X will now present a group of beams rather than just one beam as long term channel property.
Proposal: W1 is block-diagonal. Each block matrix in W1 comprises Nb DFT vectors which correspond to adjacent beams in angular domain.

As mentioned, the precoder W2 should then consist of beam selection vectors with co-phasing terms. For rank-1, the codewords are of the form 
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where 
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is an Nbx1 beam selection vector that has 1 on the i:th row and zeros elsewhere, and α is a co-phasing term selected from e.g. 
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. Hence for rank-1, W2 codewords are vectors of size 2Nbx1. In case of rank-2, for XP the W2 codebook will contain 2Nbx2 matrices of the form
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, for example. For ULA the W2 codebook will essentially select one beam per rank, where the selected beams should be orthogonal to each other, i.e. the W2 codewords for ULA will be of the form (i≠j)
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It is noted that here the nested property applies.
Proposal: Each W2 codeword comprises column (beam) selection and co-phasing.

Based on this codebook framework, in section 3.1 we provide some analysis on the selection of Nb followed by an exact codebook proposal in section 3.2. It is noted that multiple existing proposals fall under this same above-described framework, e.g. the proposal in [2] fits the framework with Nb=8 and the proposals in [3]

 REF _Ref264359332 \r \h 
[4] fit the framework with Nb=1. Even the proposal in [6] may be put in this format if the refined beams are taken as the columns of X.
It is noted that here we have the design split between ranks 1-2 and 3-8. However, the above design framework could be also considered for ranks 3-4 such that the design of following section 2.2 would be only applicable for ranks 5-8. The decision on the split point mainly depends on the scenario for which rank 3-4 design is to be optimized: the above design framework assumes a physical meaning for the codewords, i.e. that they form beams when applied on the antenna array. This is the case for λ/2 –spaced arrays. However, if the high rank design is optimized for 4λ –spaced arrays, there is no such physical meaning and the above framework should not be utilized. Thus the selection depends on the optimization point – this is also illustrated via performance simulations in the accompanying contribution [7]. Therefore in Appendix B we list one alternative codebook design for ranks 3-4 which is optimized for λ/2-spaced arrays. This alternative design follows the above framework. It is noted that the λ/2 –spaced array is prioritized over 4λ –spaced arrays so from that perspective the alternative design of Appendix B could be the one to be selected.
2.2
Double codebook framework for ranks 3-8

Rank-3 to rank-8 SU-MIMO requires a fairly uncorrelated channel. In this case, there is no benefit of introducing an extra term W1 for accounting for the long-term channel properties as the channel dimensions can not be compressed. Hence we propose to fix W1 to 8x8 identity matrix in case of ranks 3-8.
Also it is well known that precoding gains are smaller for higher ranks, hence even a small number of precoding matrices could be sufficient. Since W1 is set to identity, we would then need a small number of size 8xR W2 matrices per rank (R).

Proposal: For ranks 3-8, W1 is the identity matrix. 

As mentioned, whether this is used for ranks 3-4 seems to depend on the optimization point. We are open to consider also the framework of section 2.1 to these ranks.
In section 3.2 we present one simple possibility for the W2 codebook in case of higher ranks.

3
Detailed design
Following the principles outlined in the previous section, we next present exact codebook proposals. First we show a simple study about the optimum value for Nb showing also that when the channel has azimuth spread the beams that become selected are indeed spread around the main angle of departure. Then in section 3.2 we list the exact codebooks. Simulations results are presented in the accompanying contribution [7].
3.1
Optimal value for Nb
To study the number of beams Nb that should be placed in each beam group, codeword usage statistics were gathered from link simulations. Target was to study the beam selection probabilities when the channel exhibits some azimuth spread. For this purpose, a single codebook approach was used: for each antenna configuration the final precoders (W=W1W2) are grouped in such a way that beams correspond to a single index k (all inter-pole combiners included). UE was placed at a fixed angle (0o, 30o, 60o) w.r.t the eNB, precoders were selected per subband (6 PRB) and the beam selection probabilities were recorded. With this approach, the beam that is selected most often will correspond roughly to the UE’s fixed angle w.r.t the eNB, and other beams that will get selected are the ones adjacent to the main beam. The angular span of the selected beams depends on the azimuth spread of the channel. Exact simulation assumptions are shown in Appendix A.
In the following, we denote the length-M DFT column vector selected from a set of N DFT vectors as
 [image: image8.png]



Here N=QM where Q is the oversampling factor, i.e. the DFT vectors are oversampled by a factor of four. 
Cross-polarized antenna setup
In the figure below we present the result for cross-polarized antenna setup and rank-1. The codeword index in the figure is as follows:
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In other words, under one index we have collected all codewords that correspond to the same DFT vector (beam). There are 16 beams in total and hence in the figure one index corresponds to one beam. Consecutive indices correspond to adjacent beams in angular domain. Observing for example the result for the SCM 15o channel, the azimuth spread is clearly visible in the results. It seems that a good choice for Nb could be for example Nb=4 as this covers most of the selected beams quite well. For the UMi and UMa models the spread of used beams is wider, but it was agreed that these scenarios were optional and hence not to be prioritized for 8-Tx codebook optimization. 
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Figure 1. Codeword selection statistics in case of cross-polarized antenna setup and rank 1.
Uniform linear array setup
Figure 2 shows the corresponding result for uniform linear array. Here each codeword index corresponds to one ULA beam out of 16, i.e. 
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Same conclusions can be drawn as in case of cross-polarized array, i.e. that Nb=4 seems like a good choice. Even though there is more deviation in the beam selection in case of UMi and UMa channels, one has to note that higher Nb would also imply a higher number of bits to W2 or alternatively, a need to subsample the beams at least in case of rank-1 as in [2]. Selection Nb=4 is also further verified by link simulations in the accompanying contribution [7].
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Figure 2. Codeword selection statistics in case of uniform linear array antenna setup and rank 1.

Based on the above results and also the results in [7], we propose:
Proposal: Nb=4 in case of ranks 1 and 2.

3.2
Codebooks
As discussed above, we opt for Nb=4 in case of ranks 1-2. In the following we use the notation introduced in previous section for the DFT vectors, i.e. denote n:th length-M DFT vector oversampled by factor of Q such that N=QM by 
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stands again for an Nbx1 beam selection vector with 1 on the i:th row and zeros elsewhere. In the following, we show our proposed design for rank 1-2 codebook as well as for the rank 3-8 W2 codebook. Note that in Appendix B we list the alternative design for ranks 3-4, where the design is also based on the framework of section 2.1. There we have chosen Nb=8 instead of Nb=4, because Nb=4 would not include a large enough number of orthogonal vectors for ranks 3 and 4.
Ranks 1-2
With the above definitions, given framework and Nb=4, the W1 design for ranks 1 and 2 is as follows (size 4):
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Notice that we have completely non-overlapping groups of beams in each W1. Also the beams in each group are adjacent, following the reasoning and results in the previous section. 

The corresponding W2 comprises beam selection and QPSK co-phasing terms. For rank-1 the W2 codebook is as follows (size 16):
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Similarly, for rank-2 the W2 codebook is as follows (size 10):
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Notice that the rank-2 W2 codebook is optimized more for XP than for ULA – this is natural since in case of XP rank 2 is expected to happen often due to well-separated polarization branches, whereas in case of ULA rank 2 might happen more rarely.

Ranks 3 to 8
As proposed, in case of ranks 3-8 W1=I8x8. Then, W2 codewords would be 8xR matrices where R is equal to rank. Considering the state of current codebook design progress with respect to Rel-10 schedule, UE implementation aspects and performance, the simplest way to progress is to choose a simple DFT-based codebook for W2. With high ranks and a small number of precoders per rank, a DFT-based codebook is anyway expected to perform roughly the same or better than any other codebook, hence there does not seem to be any reason to optimize the codebook further.

Proposal: For ranks 3-8, W2 is based on a DFT codebook.

Hence, the W2 codebook would be formed as column subsets of the DFT-8 matrix. The number of bits used for W2 could be e.g. 3 bits or 4 bits for ranks 3-4, and 0-2 bits for ranks above 4. For example, a 3-bit codebook for ranks 3 and 4 would be formed as follows:
Rank-3 (size 8): 
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Rank-4 (size 8):
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The exact number of bits per each rank requires some further study.

4
Conclusions

In this contribution we have discussed 8-Tx double codebook design aspects. As for the design guidelines we have made the following proposal: To achieve a versatile Rel-10 DL MIMO solution with good performance in different deployment scenarios, tradeoff between feedback overhead and performance in different scenarios should be considered.

For the specific 8-Tx codebook design we propose the following:
· Precoder W is formed as a matrix product W=W1W2.

· For ranks 1-2:

· W1 is block-diagonal. Each block matrix in W1 comprises Nb DFT vectors which correspond to adjacent beams in angular domain.
· For ranks 1-2, Nb=4.
· Each W2 codeword comprises column (beam) selection and co-phasing.
· For ranks 3-8:
· W1 is the identity matrix and W2 consists of a small number of matrices per rank (e.g. one to four per rank).
· W2 is based on a DFT codebook.

We may further consider utilizing the block-diagonal W1 structure also in case of ranks 3-4. As mentioned, this choice mainly depends on the optimized scenario for ranks 3 and 4. The alternative rank 3-4 design based on block-diagonal W1 is shown in Appendix B.
In accompanying contributions we present the performance of the design [7] and PUCCH signalling aspects of the double codebook [8].
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Appendix A – Link simulation assumptions

Below we list the assumptions used in the codeword selection simulations – note that there was no actual transmission simulated as only the codeword selection statistics were measured.
Table 1. Link simulation assumptions in the codeword selection simulations.

	Channel model
	SCM Urban Macro 15°, ITU Urban Micro NLoS, ITU Urban Macro NLoS

	BS antenna configuration
	XP: 4 cross-polarized antennas (8 elements), half wavelength spacing
ULA: 8 co-polarized antennas, half wavelength spacing

	UE antenna configuration
	XP: 1 cross-polarized antennas (2 elements)
ULA: 2 co-polarized antennas, half wavelength spacing

	UE velocity
	3km/h

	System bandwidth
	10MHz

	Channel estimation
	Realistic, CSI-RS based

	Subband size
	6 PRBs


Appendix B – Alternative rank 3-4 design
As mentioned, for ranks 3 and 4 the choice Nb=4 would not yield a large enough number of orthogonal vectors in one W1. Therefore we have chosen Nb=8 which means that one W1 covers one half of the sector. Such design makes sense in λ/2-spaced arrays where the physical meaning of W1 is that it attempts to capture certain angular range, i.e. provide support for the large azimuth spread inherent in the channel. To avoid “edge effects” related to UEs located roughly at the edge of the two half-sectors, we introduce also overlapping beam groups for ranks 3 and 4. Thus, with Nb=8 and overlapping beam groups we get the W1 codebook for both ranks 3 and 4 as follows (size 4):
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The corresponding W2 codebook for rank-3 is (size 16):
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And for rank-4, the W2 codebook is expressed as (size 16):
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