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1 Introduction 
Following RAN1#61 the following way forward was agreed on non-contiguous PUSCH resource allocation:
· For single Tx antenna 

· Select one from the following two options at RAN1#61bis 

· 2 clusters (with UL DCI format aligned with DCI format 0)

· Number of clusters not limited by the signalling (with UL DCI format aligned with configured DL DCI formats)

· Size of each cluster is one of the following: 

· N x 1RB, N x 2RBs, N x 3RBs, N x 4RBs or N x 5RBs (N is an integer) 

· Above number of values may be further reduced

· All clusters within one PUSCH transmission have the same resource granularity

· For SU-MIMO

· FFS

The following points were also agreed in RAN1#61 
· No additional blind decodings to support non-contiguous UL RA in single antenna transmission case 

· i.e. the size of the DCI format used to support non-contiguous UL RA is matched to the size of Format 0 or the semi-statically configured DCI Format size for the same UE

· Format size matching is done by padding one of the messages if necessary

· “No additional blind decodings to support non-contiguous UL RA” also applies to SU-MIMO case if SU-MIMO is supported with non-contiguous UL RA

· Re-use resource indexing scheme from Rel-8

· RA schemes type 0/1/2 or CQI RB indexing scheme with minimal modifications

In this document we outline our views on the remaining FFS issues. 

2 Discussion
2.1 Number of clusters

In [2], the cell-average and cell-edge throughputs with non-contiguous RA were evaluated with different numbers of clusters between 1 and 8. It was observed that significant throughput gains are achieved with more than 2 clusters, although allowing more than 4 clusters achieves only marginal additional performance gains.

It was also observed in [2] that the CM increases with the number of clusters, and a maximum number of clusters of 4 limits the resulting required UE Tx power back-off to about 2dB, which keeps the proportion of power-limited UEs below 0.5%.
In [3], the impact of IMD was examined, with additional MPR of 4-6dB (taking into account the worst case of two PRBs allocated at opposite ends of the system bandwidth. It was shown that with fractional power control with α=0.8 the MPR has little impact even on the throughput for cell-edge UEs. The throughput gains still increase with increasing number of clusters, while the required maximum power back-off reduces. 
Scheduling flexibility was also considered in [3], and it was observed that flexibility of resource allocation to avoid PRB wastage it another motivation to allow more than 2 clusters. 

Finally, the complexity in terms of signalling and testing of supporting more than 2 clusters in the uplink should be no different from the downlink. 
In [3] we proposed a compromise of 3 clusters. However, in view of the analysis of all the above factors, and the choice now between two or “unlimited” clusters, we believe that “unlimited” clusters should be adopted in order to make the feature of non-contiguous uplink resource allocation worthwhile. 
2.2 RA type and DCI format size
In order to support an “unlimited” number of clusters, an existing RA type should be reused from the downlink, i.e. RA type 0/1. 
Therefore, in the terminology of [1], the cluster sizes are N x 1RB in case of RA type 1, and N x P RBs in case of RA type 0, where P = 1, 2, 2, 3, 4, 4  for system bandwidths of 6, 15, 25, 50, 75 and 100 RBs respectively. 
We do not see a need for N x 5RB as this is not supported for DL RA in any system bandwidth. 
Further details of DCI format design are discussed in [4] and [5], including considerations relating to search space design, blind decoding and SU-MIMO. In summary, a new UL DCI format should be provided (“format 0A”) to support UL non-contiguous RA with RA type 0/1. For such a format, the number of additional RA bits needed compared to contiguous UL RA is shown in the following table:
	System BW (RBs)
	6
	15
	25
	50
	75
	100

	Number of additional RA bits needed compared to Rel-8 UL RA, in order to support Type 0/1 RA
	1
	1
	4
	6
	7
	12


Note: To support RA types 0 and 1 as in the DL, 1 additional bit is required for the resource allocation header in RA type 0A than type 0.
As agreed in RAN1#61, the size of format 0A would be matched to the size of one of the other formats that the UE is monitoring by padding one or other DCI format as necessary, in order to avoid any additional blind decodings for non-contiguous UL RA.

2.3 Non-contiguous RA for SU-MIMO

For simplicity, minimisation of testing, and also to support MU-MIMO pairing of non-MIMO and SU-MIMO UEs, we believe that the same RA mechanism should apply to both non-MIMO and SU-MIMO transmission modes. 

3 Conclusions

In order to close the remaining FFS issues in the non-contiguous PUSCH RA, we propose the following:
1. Taking into account throughput, CM, IMD and scheduling flexibility considerations, an “unlimited” number of clusters should be supported by the RA signalling in order to make the feature worthwhile;
2. RA types 0/1 should be reused from the DL;
3. The same RA mechanism should apply to both non-MIMO and SU-MIMO transmission modes.
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