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1 Introduction

During the RAN1#55bis meeting, non-contiguous data transmission with a single DFT per component carrier (clustered DFT-S-OFDM) was agreed. A way forward [7] regarding PUSCH resource allocation was submitted at the RAN1#60bis meeting and discussed via the email reflector. The PUSCH resource allocation has to handle multiple clusters and several concrete proposals were made in previous meetings, e.g., in [1]-[6]. This contribution presents different approaches for clustered resource allocation. 
2 Multi-cluster resource allocation methods

Several allocation schemes have been proposed so far. Most of them are based on the RBG concept already applied for DL allocation, except for Alternative 4 below.
2.1 Alternative 1: Reuse Rel-8 Type 0/Type 1 resource allocation

	BW (MHz)
	DCI Format 0 (type-2) RA size
	P
	NRBG
(also Rel-8 type-0 RA size)
	New DCI format RA size

	
	
	
	
	2 clusters
	2 or 3 clusters
	2,3 or 4 clusters

	5
	9
	2
	13
	10
	12
	13

	
	
	3
	9
	8
	9
	9

	10
	11
	3
	17
	12
	15
	16

	
	
	4
	13
	10
	12
	13

	
	
	5
	10
	9
	10
	10

	15
	12
	4
	19
	13
	16
	18

	
	
	5
	15
	11
	14
	15

	
	
	6
	13
	10
	12
	13

	20
	13
	4
	25
	14
	18
	21

	
	
	5
	20
	13
	16
	19

	
	
	6
	17
	12
	15
	16

	
	
	7
	15
	11
	14
	15

	
	
	8
	13
	10
	12
	13


Table 1: Minimum number of bits required with different RBG sizes.
As proposed in [4], DL type-0 and type-1 resource allocation methods can be reused for uplink in order to allow resource allocation with any number of clusters. However, the gain from having more than 4 clusters is unclear from a system performance point-of-view. Furthermore, the number of bits is too high to fit into Format 0 RA size for bandwidths larger than or equal to 10 MHz. In Table 1, we see that DL type-0/1 resource allocation requires a larger number of bits compared to allocations optimised for a limited number of clusters, especially for high system bandwidth and a low maximum number of clusters. 
It might be desirable that the number of bits of the multi-cluster RA can fit into the DCI Format 0 RA size [8]. Table 1 shows that, in this case, if DL type-0 RA is used for multi-cluster RA, the RBG size must be increased and it results in a strong loss of granularity.
2.2 Alternative 2: Use different cluster spans for different clusters

As proposed in [2][5][6], different clusters may have different cluster spans, each span having a bandwidth lower than the system bandwidth. In order to allow more flexibility the cluster spans may overlap. However, in order to match the Format 0 RA size in 20 MHz, the RBG size has to be increased [5]. This is due to the non-optimality of this allocation method, which enables for instance the allocation of overlapping clusters. With 3 clusters, the overhead is further increased. Furthermore, not all possible multi-cluster allocations are addressed. The advantage of this method is its simplicity. 

2.3 Alternative 3: Optimum n-cluster allocation

When the bandwidth is divided into NRBG RBGs, there are C(NRBG+1,2n) ways to allocate n clusters to a UE, where C(n,k) stands for the n choose k function. With Alternative 3, all C(NRBG+1,2n) possibilities are addressed with the minimum number of bits (log2(C(NRBG+1, 2n))(. The allocation method is designed in order to avoid having a resource allocation decoding requiring a large look-up table with C(NRBG+1,2n) entries.
Let us focus on an allocation with 2 clusters. A vector of parameters (M0,…,M3) is representative of an allocation with 2 clusters. As depicted in Figure 1, M1 and M3 denote the sizes of the two clusters, the sizes being at least 1 RBG. M2 denotes the gap size of at least 1 RBG between the two clusters. M0 is the size of the gap before the first cluster. Thus, in order to allow the possibility of having a cluster starting at RGB 1 and have M0≥1 as for M1, M2 and M3, we introduce a dummy RBG 0.
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Figure 1: Alternative 3 with parameters M0, M1, M2, M3 (cluster RBGs are in red).

The four parameters are independent under the sum constraint: M0+M1+M2+M3 ≤ NRBG+1.
Parameter M0 can take values from 1 to NRBG-2. 
With a fixed M0, there are C(NRBG+1-M0,3) possible allocations and parameter M1 can take values from 1 to NRBG-M0-1. 
With a fixed (M0, M1), there are C(NRBG+1-M0-M1,2) possible allocations and parameter M2 can take values from 1 to NRBG-M0-M1.
With a fixed (M0, M1, M2), there are NRBG+1-M0-M1-M2 possible allocations.

Allocation principle
The allocation principle consists in ordering all the vectors (M0,…,M3) of possible parameters under the sum constraint and in signalling the desired vector (M’0,…,M’3) by a resource indication value (RIV) which is an index RIV2(M’0,…,M’3) corresponding to the position of the vector within the ordered list. In order to limit the hardware constraints, the RIV should be easily decoded by the UE without the need of important lookup tables or complicated mathematical operations.
There are many ways of ordering vectors of parameters. We choose the following ordering method: 
A vector (M0,…,M3) has a higher rank than another vector (m0,…,m3) if:

· m0 < M0 

· or it exists an index k (1 ≤ k ≤ 3) such that mp = Mp , (p ≤ k-1, and mk < Mk 

RIV2(M0,…,M3) can be chosen as the number of vectors which have a lower rank than the vector (M0…M3). Thus, in order to obtain RIV2(M0,…,M3), we need to sum up:

· The number S0(M0) of vectors (m0,…,m3) with m0 < M0 and any choice of m1, m2, m3:

S0(M0) = 0 if M0 = 0

and 
[image: image2.wmf](

)

(

)

å

-

=

-

+

=

1

1

0

0

0

0

0

3

,

1

M

m

RBG

m

N

C

M

S

 otherwise.
· The number S1(M0, M1) of vectors (m0,…,m3) with m0 = M0, m1 < M1, and any choice of m2, m3:
S1(M0, M1) = 0 if M1 = 0

and 
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 otherwise
· The number S2(M0, M1, M2) of vectors (m0,…,m3) with m0 = M0, m1 = M1, m2 < M2 and any choice of m3:
S2(M0, M1, M2) = 0 if M2 = 0

and 
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 otherwise
· The number S3(M0, M1, M2, M3) of vectors (m0,…,m3) with m0 = M0, m1 = M1, m2 = M2 and m3 < M3:
S3(M0, M1, M2, M3) = 0 if M3 = 0

and 
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and we obtain
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There is a one-to-one correspondence between a vector of parameters (M0,…,M3) and the index RIV2(M0,…,M3). This method can be easily extended to any number of clusters. Additional constraints like having the same size for all clusters can easily be taken into account by considering that a single parameter (e.g., M0) represents the size of all clusters.
Decoding procedure at the UE
When receiving a value RIV2(M0,…,M3), the UE has to compute the corresponding vector of parameters (M0,…,M3). The UE should proceed as follows:

· Find M0 such that 
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· Compute 
[image: image8.wmf](

)

0

0

2

2

M

S

RIV

RIV

-

=


· Find M1 such that 
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· Compute 
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· Find M2 such that 
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· 
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Computing all Sk values at the UE might appear too complex. Some possible complexity reduction methods for the 2-cluster allocation are listed in the annex.
Other similar approaches
Similar approaches can use different parameters. In [3], another optimum resource allocation approach based on the Rel-8 RIV method is proposed achieving full flexibility in the allocation of two clusters with the optimum number of bits. The signalled RIV is computed based on the total allocation (x RBGs starting at RBG y+1) including the first cluster, the gap and the second cluster on one hand and the gap position (starting at RBG y+1+w) and size (z RBGs) on the other hand, as illustrated in Figure 2. The principle is very close to the approach presented above. It can also be extended to a number of clusters higher than 2. However, if some additional constraints like an equal size for all clusters is agreed in order to reduce the resource allocation size, the structure presented in Figure 2 might be more difficult to apply than the structure depicted in Figure 1.
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Figure 2: Alternative 3 with parameters w, x, y, z [3] (cluster RBGs are in red).
2.4 Alternative 4: Two-cluster allocation with two single-cluster UL grants

In [1], it is proposed to use two separate Rel-8 UL grants in order to allocate two clusters. This method is very simple and maintains RB-based granularity for multi-cluster allocation. However, the allocation is not optimal, leading to unnecessary PDCCH overhead. Furthermore, some information is duplicated, like the MCS information.
3 Summary

Based on the discussion above, our preference is

· Alternative 3: Optimum allocation with a given maximum number of clusters
· Exact implementation of Alternative 3 is FFS
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5 Annex: Complexity reduction for Alternative 3

Computing all Sk values at the UE for Alternative 3 might appear too complex. Some simplifications can be implemented at the UE with 2 clusters:

Complexity reduction for S0(M0)

· M0 can take values from 1 to NRBG-2. There are NRBG-3 possible non-zero values of S0(M0), that can be easily stored to ease the decoding process.
· Another possibility is to directly compute the sum with the explicit formula below and search M0 by dichotomy:
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· With 25 RBGs, it requires at most 5 S0(M0) computations, each one requiring 5 multiplications

· S0(M0+1) can also be computed easily from S0(M0):
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· With 25 RBGs, at most 21 S0(M0) computations, each one requiring one multiplication (except S0(2))
Complexity reduction for S1(M0,M1)

· A dichotomy method can be applied on S1(M0,M1), which can be expressed as follows:
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· With 25 RBGs, at most 5 S1(M0,M1) computations, each one requiring 7 multiplications
· S1(M0,M1+1) can also be computed easily from S1(M0,M1):
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· With 25 RBGs, at most 21 S1(M0,M1) computations, without multiplication (except S1(M0,2))
Complexity reduction for S2(M0,M1,M2)

· A dichotomy can be performed on S2(M0,M1,M2), which can be expressed as follows:
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· With 25 RBGs, at most 5 S2(M0,M1,M2) computations, each one requiring 1 multiplication
· S2(M0,M1,M2+1) can also be computed easily from S2(M0,M1,M2):
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· With 25 RBGs, at most 21 S2(M0,M1,M2) computations, without multiplication
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