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1
Introduction
In this document we focus on feedback mechanism in Release 10. We try to extend the Rel-8/9 feedback by improving UE transparency for different spatial processing techniques such as SU-MIMO and MU-MIMO and by improving the spatial feedback granularity.  

2
Discussion
The feedback design principles should be common for different spatial processing techniques to allow dynamic switching between SU, MU. In particular, we should avoid defining MU-MIMO specific feedback modes.
As outlined in our previous contributions [1] [3], we believe that the feedback design philosophy in Release 10 should be similar to the approach taken in Release 8 and 9.

Similar to the Release 8 PMI/CQI/RI feedback, the Release 10 feedback consists of the following components:

· Spatial feedback

· Rate/rank prediction feedback

The scheduler will use the above components from multiple users to make scheduling decisions on the following: 1) Spatial processing technique to employ at different parts of the frequency band; 2) UE grouping for multi-user operation mode; 3) beam calculation to be used in transmission to different UEs; 4) rank and rate prediction for each UE.

2.1
Spatial feedback

The different feedback needs for MU SU-MIMO had been extensively discussed. MU-MIMO can effectively use channel direction information (CDI), which provides information regarding the spatial structure of the channel. CDI is similar to the concept of PMI feedback in Release 8. The CDI reporting is also intended to be codebook based. The precoding operation by eNB(s) will be based on the CDI report from one or multiple users. 
Note that for efficient operation of different spatial processing techniques, frequency selective report of the CDI is required in some deployments. Such capability is already provided in Release 8 for SU-MIMO operation. However, only wideband precoding information is supported for MU-MIMO operation. Going forward, frequency selective report should be extended to MU-MIMO. 
Another aspect that needs reconsideration is codebook structure. Release 8 codebook granularity is limited to 4 bits per rank for 4Tx antenna configuration and the codebook design optimizations were done mainly with SU-MIMO operation in mind. 
2.1.1
PMI versus CDI (Eigen) Feedback

In this section we provide some link level simulations comparing one form of Channel direction information (CDI) feedback with PMI feedback for SU-MIMO and MU-MIMO. The PMI feedback is identical to release 8 where the UE reports a rank and an entry from a codebook that maximizes the sum rate. The CDI reporting we consider involves UE computing the eigen vectors of the channel and quantizing it to an entry from the codebook. Eigen vectors of the channel is computed as the eigen vectors of E[H*H] where H is Nrx x Ntx matrix and H* denotes the Hermitian of H. The expectation includes the averaging over the reporting subband. The quantization step involves picking a codebook entry C with columns Ci that maximizes
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where ui  and λi denote the i-th eigen vector and eigen value of the channel, respectively. Such a quantized matrix is found for each rank and the UE reports the rank and corresponding quantized matrix that has the best performance.
MU-MIMO scheduling at eNodeB is abstracted to a simple link-level model.  We assume that UE1 feeds back CDI  C(1) = [C1(1), C2(1), …]  where the columns of CDI are in decreasing order of principal values (rates). UE1 is paired with UE2 whose feedback C(2) = [C1(2), C2(2), …] is chosen randomly from CDI codebook under the constraint |C1(2)* C1(1)|< α. Column vectors of each codebook entry are normalized to unit norm and  α = 0.3 was chosen in this study. The transmit beams to UE1 and UE2 are chosen to maximize the SNR for each user.  Equal power across SU-MIMO and MU-MIMO streams is assumed at UE and eNodeB.
The simulation assumptions are provided in Table 1 and the simulation results are shown in Fig. 1 and 2 for SU-MIMO and MU-MIMO respectively. 

	Transmission Bandwidth
	5MHz

	Channel Model
	TU  3 km/h

	Number of Tx antennas
	4

	Number of Rx antennas
	2 

	Receiver Type
	Linear MMSE

For MU-MIMO UE estimates the channel for stream allocated to 2nd UE and uses MMSE receiver.

	Allocation Size 
	24 RBs

	Number of Control Symbols
	3 for regular subframes

	Number of CRS antenna ports
	4

	UE-RS pattern
	Rank 2 UE-RS pattern

	CQI/Precoding feedback
	4 bit – Release 8 codebook, 6,8,10 bit random Gaussian

Precoding Granularity 2RBs

	CP Mode
	Normal CP

	Channel Estimation
	2D MMSE with uniform Doppler spread tuned to 10 kmph and uniform delay spread of 5us

	Interference Estimation
	Perfect 

	HARQ
	Target 10% after 1st transmission


Table 1  Simulation Assumptions
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Figure 1: SU-MIMO TU 4x2 3 km/h 24 RBs
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Figure 2: MU-MIMO TU 4x2 3 km/h 24 RBs
The main conclusions we can draw from these results are that for small feedback size such as 4 bits the optimal feedback for SU-MIMO and MU-MIMO are quite different however as the feedback size grows. At 8-bits or above, CDI provides good performance for both SU-MIMO and MU-MIMO. 

2.2 Unified Feedback type
We also consider another variation of PMI feedback that first finds the set of codebooks whose predicted rate loss is at most 5% with respect to the best codebook and among those chooses the codebook that best quantizes the eigen vectors based on the metric defined before. Results with this approach are compared with the PMI and EIG approach results shown before in Figures 3 and 4.  6-bit codebooks were simulated here, which should be compared to the green colored curves in Figures 3 and 4. 
In the figures, ‘PMI’ means feedback optimized to SU-MIMO, ‘EIG’ means feedback optimized for MU-MIMO and ‘New PMI’ means the unified approach, where the feedback is selected as a trade off to optimize for both SU-MIMO and MU-MIMO. 
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Figure 3: SU MIMO TU 4x2 3Km/h 24RB
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Figure 4: MU MIMO TU 4x2 3Km/h 24RB
The unified approach seems to have no loss for SU and reduces the gap for MU MIMO even at as low as 6-bit feedback granularity. 

2.3 Codebook design
As mentioned earlier, channel direction information is conveyed by utilizing a codebook structure. The codebook design needs to be done considering both MU and SU operation. In particular, we propose the following features for codebook design for new and existing transmit antenna configuration (up to 8):
· Enabling higher granularity codebook structure.

· Enabling reconfigurable codebook structure.
2.3.1 Codebook granularity
As it was discussed before, accurate report of channel direction information (or equivalently high granularity codebook) is required to achieve transmit nulling gains. Transmit nulling is essential for efficient MU-MIMO.  
System simulations were performed for comparing different feedback granularities. 

Table 2 shows comparison of the cell and 5% UE throughput for different codebook sizes. The simulations are carried out for a 4x2 system with 57 cells and 10 UE/cell.  The antenna spacing at the transmission is 10λ.  PedB channel model with uncorrelated antennas and 3GPP D1 layout is assumed. For 6 bits and 8 bits codebooks respective gains of 6% and 10% over Release 8 codebook (4 bits) can be observed. 
	SU-MIMO (4x2), PedB PDP, 3GPP D1 layout,       57 cell, 10UE/cell
	4 bits
	6 bits
	8bits

	Cell throughput [Mbps]
	18.7
	19.93
	20.40

	5% UE throughput [Mbps]
	0.68
	0.72
	0.75


Table 2  Performance of SU-MIMO for different codebook size
Table 3 shows the performance of MU-MIMO operation with different codebook size. The simulations assume a 4x2 antenna configuration with ITU channel model with Micro deployment. We can observe a gain of 7% and 11% for 8 and 10 bit codebooks over 6 bits codebook.
	MU-MIMO (4x2), ITU Micro, 10λ, 57 cell, 10UE/cell
	6 bits
	8bits
	10bits


	Cell throughput [Mbps]
	20.8
	22.2
	23.2

	5% UE throughput [Mbps]
	0.72
	0.77
	0.8


Table 3  Performance of MU-MIMO for different codebook size
From the above results and previous detailed studies in [3]

 REF _Ref244672699 \n \h 
[4]

 REF _Ref244672680 \n \h 
[7]

 REF _Ref244672702 \n \h 
[8]

 REF _Ref244801232 \n \h 
[13], it is apparent that higher granularity codebooks can provide gains in both MU-MIMO and SU-MIMO.
2.3.2 Codebook structure

2.3.2.1 Configurable codebook structure
The configurability of the codebook can be obtained through different mechanisms. One possible approach is allowing for downloadable codebooks for each UE. In addition the codebook can be decomposed of two components, one signaling the long-term structure of the channel and the other providing short-term spatial channel structure based on the assumed long-term structure. 

Based on the network parameters and UE conditions, a codebook structure is semi-statically assigned to each UE. It is further possible employ different codebook sizes for different ranks. For instance, smaller codebook sizes can be defined for higher ranks and larger codebook sizes can be used for lower ranks. 
2.4 MDC feedback operation 

Based on the prior discussion, it is desirable to use at least 6-bit codebooks for Rel10 4x2 feedback.  
In order to reduce the impact of increased feedback granularity on the UL control overhead, Multiple Description Coding (MDC) has been proposed [4]. 

MDC feedback means that in consecutive PMI reporting opportunities (time/frequency instances), different codebooks with the same statistical properties are used to improve feedback accuracy. In low Doppler channels, the eNB can then combine multiple reports to improve the feedback granularity. 

Techniques based on multiple description coding (MDC) and successive refinements in a multi-level coding form are analyzed in [5]

 REF _Ref244776738 \n \h 
[12]. Some advantages of MDC encoding are:

· MDC compression can be applied for both single-cell and multi-cell feedback and hence provides a common framework of both spatial processing techniques: SU-MIMO and MU-MIMO. 

· MDC compression maintains the self-contained structure of the feedback in Release 8 and can be fit into a single control (PUCCH) report. More accurate description is obtained by combining multiple of these self-contained reports. 

· While MDC incur no additional complexity at UE side, it gives the eNodeB the capability of combining multiple reports in time and/or frequency to exploit correlations across these dimensions.
In high Doppler cases, the channel decorrelates between consecutive reports, in which case combining reports does not enhance the feedback.  Then the eNB can resort to using the individual reports for scheduling. Since each codebook in the MDC family has very similar performance, the feedback quality in the high Doppler case with MDC will not be reduced compared to the non-MDC feedback. When the MDC codebook family contains more than two codebooks, then the eNB can choose different filtering lengths, besides no filtering, selected based on the Doppler.  It is assumed for this operation that the eNB has at least a coarse Doppler estimate.  Such estimate can be obtained by observing PUSCH DM-RS, PUCCH DM-RS, SRS, or statistics of past feedback values, etc. 
2.5 Comparison of MDC and differential feedback 

Both MDC and differential feedback methods aim at the same goal of improving spatial feedback granularity. In the following, we gave a qualitative comparison in Table 4.  
	
	Differential feedback
	MDC feedback
	Notes

	Feedback spatial granularity improvement
	Higher
	Lower
	Differential feedback granularity assuming adequate configuration

	Effective reporting time granularity
	Lower
	Higher
	See Figure 5

	Error propagation with detected erasure
	Worse
	Better
	See Figure 6, 7

	Error propagation with undetected decoding error
	Similar
	Similar
	Needs evaluation

	RRC feedback reconfiguration
	Needed
	Not needed
	Different Dopplers require different feedback periodicity for differential feedback to attain adequate performance 

	Feedback loss in reconfiguration periods
	Yes
	No
	In feedback reconfiguration periods, there is a loss of feedback information due to undefined action time

	Doppler detection at eNB
	Needed
	Needed
	Used for change of filtering in the case of MDC and for change of feedback configuration in the case of differential feedback

	eNB complexity 
	Similar
	Similar
	

	UE complexity 
	Higher
	Lower
	UE complexity is same as Rel-8 in the case of MDC


Table 4  Qualitative comparison of MDC and differential feedback

2.5.1 Impact of feedback erasure
The impact of feedback erasures is illustrated in Figure 5-7 below.  In the examples given in Figures 5-7, one base layer an one differential enhancement layer is assumed for differential feedback and equivalently, two alternating feedbacks are assumed for MDC.  The even and odd feedback frame erasures shown in Figures 6 and 7, respectively, are in this context. 
Figure 5 shows the regular feedback with both differential and MDC feedback types when no erasure occurs.  Note that the effective generated PMI frequency is twice as high in the MDC case resulting in higher time granularity; however, this can be emulated in the differential feedback case by averaging successive generated PMI reports with similar complexity.  
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Figure 5  Impact of feedback erasures
Figures 6 and 7 show the impact of feedback frame erasures, for even and odd feedback frames, respectively. 
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Figure 6  Impact of feedback erasure in an even feedback frame
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Figure 7  Impact of feedback erasure in an odd feedback frame
We can see then the differential enhancement layer gets erased then both MDC and differential feedback are expected to experience the same degradation. However, when the base layer gets erased then the expected performance with MDC is better because no complete PMI erasure occurs. 
2.5.2 Feedback reconfiguration
In both the differential and MDC feedback cases, adaptation is needed to different Doppler conditions. An important difference is thought that in the case of MDC, the adaptation is internal in the eNB, not requiring any reconfiguration of the feedback scheme.  This is illustrated in Figure 8 below. 
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Figure 8  Impact of adaptation to variable Doppler
Since the UE behaviour in reconfiguration periods is not specified, there will be a loss in feedback information in each reconfiguration period in the case of differential feedback as shown in Figure 8 above. The MDC feedback doesn’t suffer such losses.  
2.6 MDC code book derivation

For MDC, a codebook family, i.e. multiple codebooks need to be defined.  In our view, it is beneficial if each of the MDC component codebooks have the following properties:

· Constant modulus

· Codebook entries are powers of 
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· The codebook has a nested structure

· If the codebook size for one of the Tx-Rx configurations is chosen to be the same as Rel8 then one of the MDC codebooks should be the Rel8 codebook. 

· It is beneficial if the MDC codebooks can be simply expressed as a transformation of a common codebook, which common codebook can be one of the component codebooks. 

2.6.1
Example 4x4 MDC codebook

We give an example for a simple MDC codebook structure based on the Rel8 4x4 Householder codebook. 

We can define eight rotation vectors,  
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Define corresponding eight diagonal rotational matrices,  
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where  
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 means the kth  element in rotation vector 
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With these, define 
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, the nth  PMI entry (i.e. precoder corresponding to PMI index n) in the ith MDC codebook as 
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where 
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 is the Rel-8 4x4 precoder corresponding to PMI index n defined in 36.211 v8.8.0.

In the above construction, for different ranks, the precoder corresponding to the desired rank is selected from the Rel-8 codebook as 
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In Figure 9, simple performance evaluation is shown of the rotated MDC codebook family based on the Rel8 codebook as described above.  The performance is evaluated as an interference suppression ratio, ISR, which is defined as
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where h is a random realization of a 4x1 Rayleigh channel with zero antenna gain imbalance, zero antenna correlation, and with channel power always normalized to 1; w is the best rank-1 precoder, i.e. the codebook entry for which 
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 is maximum for the given channel realization h.
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Figure 9   Codebook interference suppression ratio comparison

In Figure 9, the CDF of the Interference Suppression Ratio (ISR) defined above is plotted.  

The solid curves show performance with a single codebook, i.e. with no MDC.  

The dashed curves show performance with two alternating MDC codebooks.  The cases for the codebook construction are: 

· Red curve:  and Rel8 codebook and rotated codebook 
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· Black curve: optimum random codebook found with computer search

As it can be seen from Figure 9, from the ISR performance perspective, the proposed MDC codebook is close to optimum. 

We have performed similar simulations with the other seven values of  i and found similar results, therefore we conclude that proposed MDC codebook construction is a good candidate. 

2.7 MDC applicability to other feedback schemes

Recently, other codebooks have been proposed [18], which we will call structured codebooks here.  Such codebooks can be expressed as a Kronecker product of two smaller codebooks, i.e. each precoder is a Kronecker product of two smaller precoders [18]: 
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For example, in a 4x4 system, 
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 can be a short term 2x2 codebook, while and 
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 can be a long term 2x1 codebook.  The resulting codebook 
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 is size 4x2 and is limited to up to Rank 2.  

The MDC method can be applied to either 
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 is a long term precoder, PMI1 and PMI2 can be fed back at different times and at different periodicity. Different MDC codebook families with different number of member codebooks can be applied to each. Even if PMI1 and PMI2 are fed back with the same periodicity, it is possible to use different size MDC codebook families for the two.   If PMI1 and PMI2 are fed back with the same periodicity, it is still possible for the eNB to use different filtering length for the two precoders to effectively create a long term and a short term component. 

Similarly, MDC can be applied to other schemes, for example to companion PMI feedback. 

2.8
Rank and rate prediction feedback

The CQI/RI reporting mechanism in Release 10 should follow the Release 8 reporting mechanism. The CQI and RI are computed based on the reported unified PMI/CDI. In order to allow for a transparent operation of different spatial processing techniques common reporting mode should be considered for MU and SU operation. Based on the CQI/RI and possibly the CDI report of multiple UEs, the eNB will make scheduling decisions on utilizing SU or MU operation. 

Depending on the rank reported by the UE, CQI will be reported for one or two codewords. The MCS selection for each UE and incorporating approximate impact of inter-UE interference is carried out based on the reported CQI(s) and CDI for each UE at the scheduler. In order to reduce the mismatch of post-scheduling MCS selection, we can rely on HARQ and rate-prediction outer loop adjustments. 

A particular issue with a unified SU-MIMO and MU-MIMO feedback is that the CQI feedback refers to an average over a combination of spatial layers whenever a codeword is mapped to multiple layers. The proposed solution is to provide CQI feedback that satisfied the predicted <10% BLER criterion for both the possible MU-MIMO and SU-MIMO scheduling. In the ideal case of non-quantized feedback and equal spatial eigen-values, the two CQI values would be identical.  In a practical scenario, the two CQI values will be different; however, it is expected that the difference can be recovered with outer loop adjustments. This aspect needs further study.  

It is further possible for the eNB to configure the UE to report CDI, CQI and RI information assuming a range of ranks. For instance, if eNB predicts that multi-user scheduling will be the dominant operation it can limit the report by UE to 2 layers of transmission.  
3
Conclusion

In this document we discussed feedback mechanism in support of transparent and efficient operation of different spatial processing techniques: single cell SU and MU-MIMO. In summary, we propose a common feedback mechanism for both spatial processing techniques including SU-MIMO and MU-MIMO. 

A unified feedback determination method was described, which shows equally good feedback for both MU-MIMO and SU-MIMO with a common report. 

Release 10 feedback mechanisms should follow the same principles of Release 8 feedback design. The amount of air-interface change is minimal. 
A quantitative comparison was given for differential and MDC feedback methods showing that the losses due to feedback erasures are smaller in the case of MDC.  It was also discussed that the MDC feedback doesn’t require reconfiguration in response to changing Doppler conditions. 
We discussed suitable methods for constructing member codebooks for MDC family of codebooks. An example 4x4 4-bit MDC codebook family construction was presented, which has the following properties: 

· Each member codebook is a rotation of the Rel8 codebook

· One of the MDC codebooks is the Rel8 codebook

· Constant modulus

· Codebook entries are powers of 
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· The codebook has a nested structure

The same construction can be generalized to other codebook cases

Initial simulations were presented that showed close to optimum results with the example MDC codebook construction.  

The applicability of MDC to ‘structured codebooks’, e.g. Kronecker product precoders was also discussed.  
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