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1. Introduction

In previous RAN1 meetings, the design of PDCCH in LTE-A was discussed. With the introduction of carrier aggregation and cross carrier scheduling, PDCCH design in LTE-A shall consider the following aspects:
· Linkage between PDCCH and PDSCH/PUSCH CCs

· PDCCH blind decoding reduction

· PDCCH search space
In this contribution, we show our analysis and preferences on the above issues.
2. Design of PDCCH in LTE-A
2.1. Linkage between PDCCH and PDSCH/PUSCH CCs
Several options exist on the linkage between PDCCH and PDSCH/PUSCH CCs [1]. Figure 1 shows a few examples of Option 1 [1], wherein each PDSCH/PUSCH CC can only be scheduled from one PDCCH CC. Figure 1-a is for the case where cross carrier scheduling is not employed. Figures 1-b and 1-c show examples with cross carrier scheduling, for independent and shared UE specific search spaces respectively.
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Figure 1: Option 1 [1]

Figure 2 illustrates Modified Option 1 in [1], where PDSCH/PUSCH CC may be scheduled from multiple PDCCH CCs, provided that a PDCCH CC with CIF enabled can only schedule PDSCH/PUSCH CCs of the same DCI payload size. In other words, the dotted linkages in Figure 2 only exist when the DCI payload sizes for PDSCH/PUCSH CC1 and CC2 are the same. Figures 2-a and 2-b show the examples of independent and shared UE specific search spaces, respectively.
Figure 3 shows the example of Option 2 in [1], where PDSCH/PUSCH CC can be scheduled from multiple PDCCH CCs. Option 2 is identical to Modified Option 1 if the PDSCH/PUSCH payload sizes are the same on all carriers. Option 2 is different from Modified Option 1 in the aspect that a PDCCH CC can be configured to schedule multiple PDSCH/PUSCH CCs, even if the PDSCH/PUSCH CCs have different DCI payload sizes.
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Figure 2: Modified Option 1 [1]
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Figure 3: Option 2 [1]

One requirement for either Modified Option 1 or Option 2 is that it shall not increase the number of PDCCH blind decodings and PDCCH false detection probability when compared to Option 1. Given the RAN2 decision that a UE operating with carrier aggregation shall have the same C-RNTI on multiple carriers, PDCCH false detection probability of Modified Option 1 or Option 2 shall be the same as Option 1, provided all three options have the same number of PDCCH blind decodings.
The potential benefits of Modified Option 1 or Option 2 over Option 1 include reduction of PDCCH blocking probability (i.e. more flexible PDCCH assignment) and PDCCH overhead saving. While the methods for PDCCH blind decoding reduction and PDCCH search space design are treated in sections 2.2 and 2.3, we focus on evaluating the benefits of Modified Option 1 and Option 2 in this section, assuming shared UE specific search.
Figure 4 shows the evaluated cases for PDCCH blocking probability (i.e. percentage of blocked PDCCHs), CCE utilization, and PDCCH overhead (normalized to Option 1). The evaluation focuses on UE specific search spaces. For Option 1, Modified Option 1, or Option 2 with same DCI payload size on two CCs, the number of PDCCH candidates for CCE aggregation level of [1 2 4 8] is [6 6 2 2]. For Option 2 with different DCI payload sizes on two CCs, the number of PDCCH candidates for CCE aggregation level of [1 2 4 8] is configured as following
· [3 3 1 1] for a UE with minimum CCE aggregation level of 1;

· [0 4 2 2] for a UE with minimum CCE aggregation level of 2;

· [0 0 4 4] for a UE with minimum CCE aggregation level of 4;

· [0 0 0 8] for a UE with minimum CCE aggregation level of 8.

With the above configured PDCCH candidates, Option 2 with different PDCCH payload sizes on two CCs has the same number of PDCCH blind decodings as Option 1 or Modified Option 1.
Table 1 shows the simulation assumptions, where a UE’s minimum CCE aggregation level is generated according to a certain probability. The evaluation results are included in Tables 2 – 7. “Mod Opt1” indicates the results for modified Option 1 or Option 2 with same DCI payload size on two CCs. “Opt2” Refers to the case of Option 2 with different DCI payload sizes on two CCs. The following observations can be made:
· Modified Option 1 or Option 2 significantly reduces PDCCH blocking probability, compared to Option 1.

· Modified Option 1 or Option 2 with dynamic CFI reduces PDCCH overhead, compared to Option 1.

Given the observed benefits of Modified Option 1 and Option 2 over Option 1, we have the following proposals:
Proposal 1: It is supported in Rel-10 carrier aggregation that a PDSCH/PUSCH CC can be scheduled from multiple PDCCH CCs. 
· In one subframe, the PDCCH for a PDSCH/PUSCH CC can only be sent from one PDCCH CC.

· For any DL carrier with CIF where the UE monitors PDCCH, PDCCH on the DL carrier shall be able to schedule PDSCH at least on the same carrier and/or PUSCH on a linked UL carrier. 
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Figure 4: Option 1 (left) and Modified Option 1/Option 2 (right)

Table 1: Simulation assumptions
	Parameter
	Value

	System bandwidth
	10 MHz

	PHICH
	Ng = 0.5

	Number of Rel-8 CRS ports
	2

	Number of CCs
	2

	Probability of minimum CCE 
aggregation level of [8 4 2 1]
	[0.05 0.15 0.2 0.6] or

[0.15 0.25 0.3 0.3]

	UE C-RNTI
	Randomly generated


Table 2: 3 UEs, 6 PDCCHs, minimum CCE aggregation probability [0.05 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2

	3
	0.15
	0.01
	0
	14.28
	14.32
	14.39
	100
	100
	100

	2
	0.36
	0.04
	0
	23.14
	22.98
	23.38
	100
	100
	100

	1
	8.57
	2.36
	3.07
	52.78
	55.50
	55.96
	100
	100
	100

	Dynamic
	0.02
	0
	0
	46.41
	53.33
	53.03
	100
	76.9
	78.3


Table 3: 5 UEs, 10 PDCCHs, minimum CCE aggregation probability [0.05 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2

	3
	0.78
	0.04
	0
	23.35
	23.72
	24.15
	100
	100
	100

	2
	2.38
	0.27
	0.13
	36.38
	37.03
	38.47
	100
	100
	100

	1
	17.55
	9.39
	13.43
	72.74
	77.48
	77.22
	100
	100
	100

	Dynamic
	0.44
	0.02
	0
	49.11
	61.15
	58.47
	100
	69.2
	76.5


Table 4: 10 UEs, 20 PDCCHs, minimum CCE aggregation probability [0.05 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2

	3
	3.87
	0.59
	0.36
	43.85
	44.87
	48.44
	100
	100
	100

	2
	9.25
	2.81
	4.62
	62.49
	65.79
	69.27
	100
	100
	100

	1
	40.38
	37.23
	42.09
	95.08
	98.10
	94.82
	100
	100
	100

	Dynamic
	3.58
	0.46
	0.26
	56.65
	67.83
	66.27
	100
	77.3
	85.8


Table 5: 3 UEs, 6 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2

	3
	0.56
	0.03
	0
	22.07
	22.04
	22.32
	100
	100
	100

	2
	1.35
	0.24
	0
	35.30
	35.28
	36.41
	100
	100
	100

	1
	22.00
	13.13
	14.58
	65.15
	69.33
	69.41
	100
	100
	100

	Dynamic
	0.11
	0.01
	0
	50.21
	59.06
	59.97
	100
	74.1
	74.8


Table 6: 5 UEs, 10 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2

	3
	2.76
	0.04
	0
	35.46
	36.17
	37.66
	100
	100
	100

	2
	7.41
	2.38
	1.60
	51.97
	54.34
	57.05
	100
	100
	100

	1
	36.48
	28.99
	32.30
	79.00
	84.18
	83.14
	100
	100
	100

	Dynamic
	1.90
	0.27
	0
	53.38
	63.30
	65.87
	100
	74.9
	75.6


Table 7: 10 UEs, 20 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2
	Opt1
	Mod Opt1
	Opt2

	3
	11.46
	4.30
	4.19
	60.12
	63.68
	69.29
	100
	100
	100

	2
	23.60
	14.75
	18.72
	76.39
	82.01
	83.37
	100
	100
	100

	1
	58.06
	54.77
	58.38
	92.47
	96.30
	93.31
	100
	100
	100

	Dynamic
	11.29
	4.07
	3.97
	66.87
	73.23
	75.27
	100
	91.2
	97.1


2.2. PDCCH blind decoding reduction
In a carrier aggregated system with a total system bandwidth above 20 MHz, it is shown in [2] – [4] that from the aspect of PDCCH false detection probability, the number of UE PDCCH blind decodings can be linear to the number of carriers. For a UE with carrier aggregation capability below 20 MHz, it is proposed in [4] that the number of UE PDCCH blind decodings can be kept similar to Rel-8. In general, the maximum number of UE PDCCH blind decodings shall be limited to reduce the UE implementation cost. On the other hand, reduction on the number of PDCCH blind decodings may lead to higher PDCCH blocking probability. In this section, we discuss methods to reduce the number of PDCCH blind decodings and evaluate the corresponding PDCCH blocking probability.
Typically, the required minimum CCE aggregation level for a UE is related to its DL geometry. In Rel-8, the number of PDCCH candidates for each CCE aggregation level is fixed, irrespective of the UE DL geometry. For a UE of low DL geometry, it is likely that only large CCE aggregation levels (e.g. 4 or 8) can be used for its PDCCH. On the other hand, the number of PDCCH candidates for large CCE aggregation levels is quite limited in Rel-8. For a UE of high DL geometry, it is likely that small CCE aggregation levels (e.g. 1 or 2) are mostly sufficient for its PDCCH. Such a high DL geometry UE does not need to perform blind decodings for large CCE aggregation levels. Hence, from the perspectives of PDCCH blind decoding and PDCCH blocking probability, it is beneficial for eNB to configure the number of PDCCH candidates on a UE specific basis.
Figure 5 shows the cased used in evaluating the PDCCH blocking probability with PDCCH blind decoding reduction (BR). Figure 5-a is for the case where the number of PDCCH candidates on each CC is the same as in Rel-8, with 64 PDCCH blind decodings in the UE specific PDCCH search space. Figure 5-b employs PDCCH blind decoding reduction, where the number of PDCCH candidates for CCE aggregation levels [1 2 4 8] is 
· [3 3 1 1] for a UE with minimum CCE aggregation level of 1;

· [0 4 2 2] for a UE with minimum CCE aggregation level of 2;

· [0 0 4 4] for a UE with minimum CCE aggregation level of 4;

· [0 0 0 8] for a UE with minimum CCE aggregation level of 8.
With the above PDCCH candidate configuration, Figures 5-b has 32 PDCCH blind decodings in the UE specific PDCCH search space, which is the same as in Rel-8 and half of Figure 5-a.
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Figure 5: Without blind decoding reduction (5-a) and with blind decoding reduction (5-b)

Tables 8 – 13 show the PDCCH blocking probability (i.e. percentage of blocked PDCCHs), CCE utilization, and PDCCH overhead (normalized to No BR), with the simulation assumptions listed in Table 1. It is observed that with eNB semi-statically configuring the number of PDCCH candidates per UE, the corresponding PDCCH blocking probability can be reduced, while the number of PDCCH blind decodings in the UE specific PDCCH search space is halved. It is further noted that Modified Option 1 or Option 2 can be utilized in combination with PDCCH blind decoding reduction, to further reduce the PDCCH blocking probability compared to Figure 5-b.
With the above analysis and observations, we the following proposals:

Proposal 2: It is supported in Rel-10 that the serving eNB can semi-statically configure the number of PDCCH candidates for each CCE aggregation level. Such configuration is both UE specific and CC specific.

Proposal 3: A UE shall indicate its PDCCH blind decoding capability (i.e. maximum number of PDCCH blind decodings) to its serving eNB. The eNB has the responsibility that the UE’s configured total number of PDCCH blind decodings does not exceed its corresponding capability. 
Table 8: 3 UEs, 6 PDCCHs, minimum CCE aggregation probability [0.05 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	No BR
	BR
	No BR
	BR
	No BR
	BR

	3
	0.15
	0
	14.28
	13.64
	100
	100

	2
	0.36
	0
	23.14
	22.15
	100
	100

	1
	8.57
	7.83
	52.78
	51.06
	100
	100

	Dynamic
	0.02
	0
	46.41
	46.13
	100
	96.1


Table 9: 5 UEs, 10 PDCCHs, minimum CCE aggregation probability [0.05 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	No BR
	BR
	No BR
	BR
	No BR
	BR

	3
	0.78
	0.12
	23.35
	23.04
	100
	100

	2
	2.38
	0.98
	36.38
	36.32
	100
	100

	1
	17.55
	17.68
	72.74
	72.46
	100
	100

	Dynamic
	0.44
	0
	49.11
	48.69
	100
	97.9


Table 10: 10 UEs, 20 PDCCHs, minimum CCE aggregation probability [0.05 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	No BR
	BR
	No BR
	BR
	No BR
	BR

	3
	3.87
	1.67
	43.85
	45.09
	100
	100

	2
	9.25
	8.38
	62.49
	63.93
	100
	100

	1
	40.38
	43.84
	95.08
	91.65
	100
	100

	Dynamic
	3.58
	1.56
	56.65
	56.59
	100
	102.8


Table 11: 3 UEs, 6 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	No BR
	BR
	No BR
	BR
	No BR
	BR

	3
	0.56
	0
	22.07
	22.34
	100
	100

	2
	1.35
	0
	35.30
	36.15
	100
	100

	1
	22.00
	23.39
	65.15
	65.04
	100
	100

	Dynamic
	0.11
	0
	50.21
	50.83
	100
	98.5


Table 12: 5 UEs, 10 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	No BR
	BR
	No BR
	BR
	No BR
	BR

	3
	2.76
	0.04
	35.46
	37.29
	100
	100

	2
	7.41
	4.67
	51.97
	55.50
	100
	100

	1
	36.48
	39.19
	79.00
	78.55
	100
	100

	Dynamic
	1.90
	0.01
	53.38
	55.87
	100
	99.1


Table 13: 10 UEs, 20 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	No BR
	BR
	No BR
	BR
	No BR
	BR

	3
	11.46
	8.89
	60.12
	66.72
	100
	100

	2
	23.60
	24.98
	76.39
	79.20
	100
	100

	1
	58.06
	61.78
	92.47
	89.70
	100
	100

	Dynamic
	11.29
	8.70
	66.87
	69.51
	100
	104.9


2.3. PDCCH search space
For carrier aggregated systems with cross carrier scheduling, a PDCCH CC is able to schedule PDSCH/PUSCH transmissions on multiple CCs. Independent or shared UE specific PDCCH search spaces are possible on a PDCCH CC, as shown in Figure 6. Tables 14 – 19 compare the PDCCH blocking probability, CCE utilization, and CCE overhead for independent and shared UE specific PDCCH search spaces. It is observed that all three metrics are very close for independent and shared UE specific PDCCH search spaces. Therefore, from PDCCH blocking probability point of view, either independent or shared UE specific PDCCH search spaces can be adopted in Rel-10. On the other hand, shared UE specific PDCCH search space has the following advantages:
· Possibility to further reduce the number of PDCCH blind decodings. DCI formats 0/1A/1B/1D are of similar payload sizes even with different bandwidths. A few padding bits can be included to align the sizes of DCI formats 0/1A/1B/1D on multiple carriers.
· No additional specification required. The Rel-8 UE specific PDCCH search space can be directly reused. 

Given the above discussion, we have the following proposals:

Proposal 4: For each PDCCH CC, a single UE specific PDCCH search space exists. 
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Figure 6: Independent (left) and shared (right) UE specific PDCCH search spaces

Table 14: 3 UEs, 6 PDCCHs, minimum CCE aggregation probability [0.5 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Independent
	Shared 
	Independent
	Shared 
	Independent
	Shared 

	3
	1.51%
	1.78%
	27.9%
	27.99%
	420000
	420000

	2
	4.21%
	4.26%
	41.95%
	43.31%
	260000
	260000

	1
	24.14%
	24.04%
	76.67%
	78.68%
	90000
	90000

	Dynamic
	1.18%
	1.39%
	53.63%
	55.59%
	100
	98.2


Table 15: 5 UEs, 10 PDCCHs, minimum CCE aggregation probability [0.5 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Independent
	Shared 
	Independent
	Shared 
	Independent
	Shared 

	3
	4.38%
	4.61%
	43.20%
	44.69%
	100
	100

	2
	10.35%
	10.49%
	61.11%
	63.91%
	100
	100

	1
	41.74%
	43.12%
	92.45%
	93.02%
	100
	100

	Dynamic
	3.97%
	4.14%
	56.75%
	59.25%
	100
	99.3


Table 16: 10 UEs, 20 PDCCHs, minimum CCE aggregation probability [0.5 0.15 0.2 0.6]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Independent
	Shared 
	Independent
	Shared 
	Independent
	Shared 

	3
	13.81%
	15.31%
	72.00%
	76.08%
	100
	100

	2
	28.91%
	32.35%
	88.37%
	90.88%
	100
	100

	1
	67.56%
	68.57%
	99.72%
	99.46%
	100
	100

	Dynamic
	13.71%
	15.23%
	73.69%
	77.52%
	100
	100.3


Table 17: 3 UEs, 6 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Independent
	Shared 
	Independent
	Shared 
	Independent
	Shared 

	3
	4.39%
	5.93%
	41.22%
	40.89%
	100
	100

	2
	11.76%
	12.04%
	57.81%
	58.72%
	100
	100

	1
	44.48%
	44.77%
	80.53%
	82.43%
	100
	100

	Dynamic
	4.04%
	4.85%
	57.86%
	59.17%
	100
	97.2


Table 18: 5 UEs, 10 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Independent
	Shared 
	Independent
	Shared 
	Independent
	Shared 

	3
	12.01%
	13.03%
	59.52%
	60.37%
	100
	100

	2
	24.64%
	25.46%
	74.62%
	77.26%
	100
	100

	1
	59.70%
	60.73%
	89.89%
	90.61%
	100
	100

	Dynamic
	11.85%
	12.78%
	67.30%
	69.24%
	100
	99.2


Table 19: 10 UEs, 20 PDCCHs, minimum CCE aggregation probability [0.15 0.25 0.3 0.3]
	CFI
	PDCCH blocking 

Probability (%)
	CCE utilization

(%)
	CCE overhead (%)

	
	Independent
	Shared 
	Independent
	Shared 
	Independent
	Shared 

	3
	31.06%
	33.45%
	82.93%
	85.99%
	100
	100

	2
	48.33%
	50.82%
	91.58%
	93.70%
	100
	100

	1
	76.74%
	77.44%
	97.50%
	97.24%
	100
	100

	Dynamic
	31.09%
	33.47%
	83.33%
	86.26%
	100
	99.2


3. Conclusions

In this contribution, we discuss the linkage between PDCCH and PDSCH/PUSCH CCs, PDCCH blind decoding reduction, and PDCCH search space design for Rel-10 carrier aggregation. Currently, we have the following proposals:
Proposal 1: It is supported in Rel-10 carrier aggregation that a PDSCH/PUSCH CC can be scheduled from multiple PDCCH CCs. 

· In one subframe, the PDCCH for a PDSCH/PUSCH CC can only be sent from one PDCCH CC.

· For any DL carrier with CIF where the UE monitors PDCCH, PDCCH on the DL carrier shall be able to schedule PDSCH at least on the same carrier and/or PUSCH on a linked UL carrier. 
Proposal 2: It is supported in Rel-10 that the serving eNB can semi-statically configure the number of PDCCH candidates for each CCE aggregation level. Such configuration is both UE specific and CC specific.

Proposal 3: A UE shall indicate its PDCCH blind decoding capability (i.e. maximum number of PDCCH blind decodings) to its serving eNB. The eNB has the responsibility that the UE’s configured total number of PDCCH blind decodings does not exceed its corresponding capability. 
Proposal 4: For each PDCCH CC, a single UE specific PDCCH search space exists.
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