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1. Introduction

Codebook adaptation based on channel correlation is well known to improve CSI accuracy for efficient MU-MIMO operation [1-8]. The most common codebook transformation is by multiplying the codebook with the square-root of the covariance matrix and normalizing the codebook entries. In order to synchronize the codebook between the eNB and UE, the covariance matrix has to be fed back to eNB at regular intervals. In general, the covariance matrix for an N antenna transmitter has N2 real parameters, feeding back which may result in large overhead. Therefore, it is of interest to find an efficient compression and quantization scheme for the covariance matrix.

In the previous meeting we considered covariance compression techniques for explicit feedback [9]. In this contribution we use those techniques for compressing and quantizing the covariance matrix in the context of codebook adaptation. We also compare the performance of the compression schemes with vector quantization of the Eigen components of the covariance matrix, and with a reciprocity-based feedback scheme.
2. SCF Compression and Scalar Quantization for CB adaptation
Covariance compression in ULA configuration can rely on the fact that the long term correlation between antenna elements depend only on the relative distance rather than on the antenna positions. For illustration purposes we consider the 4 Tx case. Let R be the empirical covariance matrix that needs to be compressed. Let D be the diagonal matrix whose diagonal elements are the same as that of R. Then the matrix R can be written as
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Notice that there are 6 complex variables in C while D has four real variables. In the first step of compression, we approximate the matrix C as
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In this approximation a1 is a representative term that corresponds to the correlation between any two neighbouring antennas. Similarly a2 and a3 represent correlation between antennas that are two and three positions apart, respectively.
Following is a simple way to estimate these parameters for a given empirical covariance matrix R:
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With the above approximation, the compressed matrix can be parameterized with 10 real quantities instead of 16.  The compressed matrix can be further reduced with the following operations:
1. Replace a3 by a2a1
2. Replace r11, r22, r33, and r44 by their mean a0= (r11+r22+r33+r44)/4.
For the 8Tx case, the higher order correlation terms are approximated using the lower order correlation terms and the elements of D are approximated by their mean. As the magnitude information a0 does not affect the codebook transformation process, it need not be fed back. Therefore the two correlation terms a1 and a2 are sufficient at eNB to reconstruct the correlation matrix. When only a1 is fed back, a2 is approximated as a2= a1* a1.
In this contribution, we consider the following two compression schemes:

· C1: Here the covariance matrix is parameterized by just the first order correlation term. C1Q4 indicates that each of the real and imaginary part of the correlation term is quantized with 4 bits, resulting in a total of 8 bits
· C2: In this case, the covariance matrix is parameterized by first and second order correlation terms resulting in 4 real parameters. C2Q4 denotes each of the 4 real parameters is quantized with 4 bits adding up to a total of 16 bits.
3. VQ-based SCF compression for CB adaptation
Following [6], we consider in this section an alternative method for compressing and quantizing the SCF. Here the SCF is approximated by two eigenvectors and a scaling factor which corresponds to the relative strength of the eigenvectors:
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We consider 6 bit quantization for the principal eigenvector, 4 bits for the second eigenvector, and 3 bits for λ. The 6 bit codebook for the principal eigenvector is constructed of 48 DFT vectors of appropriate size (8 for 8TX, 4 for 4TX) plus the 4-bit base (PMI/CQI) codebook. Simulation results are listed in Table 3, side by side with the results of the C1Q4 quantization.
4. Reciprocity-based SCF
We evaluate MU-MIMO performance with no PMI feedback. It is assumed that a perfect knowledge of the average (over 1 sec) wide-band SCF is available at the eNB side. The Sub-band CQI is computed assuming wideband PMI.

5. Simulation Results

System-level simulation results for MU-MIMO based on adaptive CB feedback are provided in Table 1 for the two SCF compression schemes. The results are compared to a case where the covariance matrix is non-compressed and non-quantized (denoted by R-CB), to the case where the codebook is non-adapting (denoted by CB), and to the case of ideal-reciprocity of the long-term SCF. The simulation assumptions are provided in the appendix.
Observations:

· Codebook adaptation achieves very significant gains. The gains are more pronounced with 8Tx compared to 4Tx, and by feeding-back uncompressed SCF every 100 ms they reach around 20%.

· With 0.5λ the 8-bit SCF-compression scheme has almost no loss compared to no-compression. We observe that the 1st-order correlation term (a1) captures most of the gain as the gain of the 2nd-order compression scheme (C2Q4) compared to C1Q4 small.
· With 4λ the 8-bit SCF-compression scheme loses 6% compared to no-compression on the cell-average throughput but loses most of the adaptation gain for the cell-edge throughput. Still, this adaptation scheme achieves 13% gain for the average throughput with as little as 8 feedback bits every 100 ms.
· Scalar compression-quantization performs better than VQ.
· Ideal reciprocity can achieve average throughput that is about 10% below the one obtained with adaptive CB. The cell-edge throughput suffers up to 50% loss.
	ITU, UMi
MU-MIMO, ZF precoder
	SCF update T=100 ms
	SCF update T=1000 ms

	
	Average (b/s/Hz)
	Edge (b/s/Hz)
	Average  (b/s/Hz)
	Edge (b/s/Hz)

	8 TX

4λ
	CB-ZF
	2.62
	0.10
	
	

	
	R-CB (Perfect R)
	3.17
	0.13
	3.00
	0.10

	
	C1Q4 (8 bits)
	2.95
	0.11
	2.95
	0.10

	
	C2Q4 (16 bits)
	2.99
	0.11
	2.98
	0.10

	
	VQ 13 bits 
	2.82
	0.074
	
	

	
	Reciprocity
	2.66
	0.05
	
	


	8 TX

0.5λ
	CB-ZF
	2.97
	0.13
	
	

	
	R-CB-ZF (Perfect R)
	3.74
	0.16
	3.68
	0.15

	
	C1Q4 (8 bits)
	3.61
	0.15
	3.59
	0.15

	
	C2Q4 (16 bits)
	3.66
	0.16
	3.64
	0.15

	
	VQ 13 bits
	3.43
	0.14
	
	

	
	Reciprocity
	3.3
	0.10
	
	

	4 TX

4λ
	CB-ZF
	2.47
	0.09
	
	

	
	R-CB-ZF (Perfect R)
	2.67
	0.10
	2.58
	0.09

	
	C1Q4 (8 bits)
	2.58
	0.10
	2.58
	0.09

	
	C2Q4 (16 bits)
	2.60
	0.10
	2.59
	0.09

	
	VQ 13 bits
	2.48
	0.08
	
	

	
	Reciprocity
	2.26
	0.05
	
	


	4 TX

0.5λ
	CB-ZF
	2.88
	0.12
	
	

	
	R-CB-ZF (Perfect R)
	3.16
	0.13
	3.15
	0.13

	
	C1Q4 (8 bits)
	3.14
	0.13
	3.13
	0.12

	
	C2Q4 (16 bits)
	3.15
	0.13
	3.15
	0.13

	
	VQ 13 bits
	3.02
	0.11
	
	

	
	Reciprocity
	2.91
	0.10
	
	


Table 1: MU-MIMO Performance for 8x2 and 4x2 configurations, 4λ and 0.5λ ULA antennas.
6. Conclusion
Results can be summarized as follows:
· Practical, SCF-based CB adaptation shows significant performance gains over non-adaptive feedback and over reciprocity-based precoding. 
· Scalar compression of the SCF for ULA antennas approaches the uncompressed performance using as low as 8 bits every 100 msec. This result holds for 4 and 8 ULA antennas with either 0.5 λ or 4λ spacing. 
· Precoding that is based on ideal reciprocity can achieve average throughput that is about 10% below the one obtained with adaptive CB. The cell-edge throughput suffers up to 50% loss.
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8. Appendix: Simulation Assumptions
The following table lists the parameters that we used in the system simulation.

	Parameter
	Assumption

	Antenna Configuration
	4 Tx and 8 Tx eNB: ULA 0.5 and 4 lambda

2-Rx UE: ULA, 0.5 lambda

	Channel Model
	ITU Urban Micro

	Traffic Model
	Full Buffer

	Duplex method 
	FDD 10MHz

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 sectors per site with wraparound

	Number of users 
	10 (on average)

	UE Feedback
	PMI/CQI 

	Feedback Granularity
	1 CQI/PMI report for 6 PRBs,  wideband covariance report

	Feedback Impairments
	Reporting period: 5 ms for PMI/CQI.   
                           : 100ms, 1000ms for covariance
Delay: 5 ms

	Codebook
	4 Tx:  4-bit Householder CB
8 Tx:   4-bit CHT CB [10]

	Scheduler Type
	Proportional fair

	MU-MIMO Precoder
	Zeroforcing

	MU-MIMO UE Pairing
	Chordal distance of 1.8 

	Rank-adaptation
	1-layer beamforming per UE, 2 UEs in MU-MIMO

	HARQ Scheme
	Chase Combining 

	Maximum number of retransmissions
	3

	OLLA
	On with Target BLER=20% and warm-up time=1s

	Inter-cell interference modelling
	4 strongest interfering cells are explicitly modelled.

	Receiver Configuration
	MMSE

	Overhead
	30.3 % (Agreed overhead assumption for performance evaluation for ITU submission (LTEA MIMO/CoMP, L=3 control symbols))
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