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1. Introduction

During the discussion of MU-MIMO Work Item, the need to study the specification impact of CoMP in Rel-10 was captured as the task to assess the standard impact of CoMP. In our view, MU-MIMO operation and CoBF share some similar objective – to mitigate spreading energy to victim UEs while maximizing the gain for desired UE. In a MU setting, both UEs are in the same sector served by the same cell while in CoBF, they are served by different cells. Therefore, in theory it is feasible to consider coordinated beamforming (CoBF) operation when specifying MU techniques in Rel-10. The specification for CoBF can be minimal in addition to MU support. 

Our past contributions on CoMP discussed details of an iterative scheduler used for coordinated beamforming where coordination cells (both intra- and inter-eNB) exchange spatial information and user scheduling decisions/hypothesis with each other in an iterative fashion [3]. Such coordination is more practical in the short term (e.g., Rel-10 time frame) if information exchange is limited to intra-eNB sectors, since there will not be any standardized X2 interface, as agreed in the last meeting. With this constraint in mind, we investigate the following aspects in this contribution:

1) Detailed intra-eNB CoMP operation with particular investigation on potential impact on specifications beyond enhanced single-cell MU to be supported in Rel-10. As an example, a CoBF operation framework, based on spatial covariance feedback and an iterative scheduling algorithm that enable dynamic SU/MU switching, is described in the appendix for reference.
2) Performance of intra-eNB CoMP in ITU scenarios with no X2-signalling

3) Potential CoMP gains for cell-edge UEs with scheduler modifications to support minimum data rates.  
Two main observations we obtained in this contribution are: 
1) Intra-eNB CoMP can be naturally built upon single-cell MU operation with small additional specification impact .

2) As an eNB implementation issue, schedulers can indeed exploit CoMP capability to improve cell-edge performance (e.g., guarantee certain minimum data rate). 
2. CoMP System Operation Framework – Standards Impact
The following understanding of CoMP operation steps may be agreed upon among companies, which are also reflected in our simulation given below:
· UE autonomously reports a candidate set of interference cells (“dominant interference cells”), among a set of coordination candidates (e.g., intra-eNB sectors as assistance data signaled by high layers), based on existing RRM measurement (e.g., RSRP). A typical mechanism is to have eNB broadcast a threshold value (in our simulation reported here, 10dB was used) and UE reports all cells whose RSRP difference relative to that of the serving cell is within the threshold. Note that, rather than using a fixed eNB clustering based on geometry of cell layout (which may require a larger set to realize gains and hence the associated overhead and signaling), a UE-specific dynamic formation of coordinating and transmission points might be more appropriate given the random shadowing seen at each UE and the irregular cell layout in practice and potential extensions to heterogeneous deployments.
· Standards impact: Already supported 
· UE Specific CoMP set configuration is recommended
· eNB may request the UE, via high layer signaling, to make certain feedback to the full or a subset of the “dominant” interference cells defined in the above step.   
·  Standards impact: Minimal, likely only on high layer signaling 
· UE feedback measurement is based on CSI-RS from neighboring cell (knowledge of neighbor cell CSI-RS may be obtained from assistance data, e.g. a neighbor list). Feedback mechanism/configuration can be the same as that for desired cell (RRC configured).

· UE should utilize the feedback defined for Rel-10 single-cell MU-MIMO operation, ideally without any need of additional feedback for CoMP.   
· Standards impact: Ideally none in addition to MU-MIMO feedback

· A particular example is that UE reports covariance matrix corresponding to each coordinating sector (e.g., an element-wise quantized wideband covariance matrix for each cell, using PUSCH vehicle as a data packet with one-shot or periodical report per RRC configuration). UE also reports RSRP of these cells. Low-mobility cell-edge users may benefit the most from CoMP, which also means that a less frequent report may be used to minimize overhead. The spatial covariance feedback provides significant gain to single-cell MU operation as well. Details of scheduler algorithms based on covariance+RSRP feedback to perform CoBF can be found in the appendix. Performance gains are reported in the next section. 
· Based on CoMP feedback, CoMP coordinating set makes coordinated scheduling decisions either in a centralized (e.g., intra-eNB CoMP) or distributed (e.g., inter-eNB) fashion. Typically, all the cells in CoMP measurement set can be included in the CoMP coordinating set of a UE. Otherwise, if the CoMP feedback for a particular cell in the measurement set is not used for coordination, it seems counter-intuitive to the operation that eNB requests CoMP feedback to that cell.  
· Standards impact: None as it is implementation issue at scheduler. 
A complete set of scheduling decision at eNB include:

· CoMP category (Joint Transmission or Coordinated Beamforming) if not fixed
· In the simulation results reported in this contribution, we assume coordinated beamforming 

· CoMP transmission points within the CoMP coordinating set 
· UE pairing/grouping
· Link adaptation parameters of each individual link involved (precoding weights, rank, MCS, etc.). 
Since intra-eNB CoMP does not involve backhaul modeling, for evaluation purpose, the first focus should be on feedback definition and associated impairment/overhead modeling, as well as on how the schedulers make semi-static or dynamic decisions based on such feedback.  
· After the scheduling decisions, UE decodes PDSCH based on user-specific RS and no additional signaling is needed. 
· For evaluation purpose, we could discuss the non-ideal elements to be modeled (e.g., DRS-based channel estimation error during demodulation, mismatched MCS due to CQI error, etc.). The modeling of these impairments could be based on the currently agreed DRS density and CQI reporting mechanism [1].. For the results reported here, ideal post-CoMP CQI is assumed for MCS determination 
· Standards impact: Potentially none if the same CQI reporting definition is assumed to support dynamic single cell SU/ MU  and CoMP. The impact of such definitions on CoMP gains is FFS. 
3. Performance Results – CoBF & Full Buffer Traffic 
We are interested to see the CoMP throughput gain over single-cell MU, from both cell average and cell edge perspective. We focus on these operation conditions:

· CoBF rather than JP: Serving a single UE from two sectors using the same resources (i.e., JP) can provide larger gain than CoBF to that particular UE. However, CoBF can serve two UEs on the same resources, even though at a lower throughput to each individual UE. From the perspective of total throughput gain, CoBF can outperform JP. On the other hand, JP can deliver higher throughput than CoBF if the single user gets a significant boost of SINR due to JP that is more than offsetting the multi-user multiplexing gain of CoBF. Intuitively, it is not the case with significant inter-eNB interference that cannot be mitigated with intra-eNB JP. Basically, the choice between JP and CoBF depends on whether a larger cell average or cell-edge throughput is preferred.
· Feedback of wideband spatial covariance matrix is assumed with correlated (ULA) antenna configuration. It is also used for MU-MIMO. No additional feedback is assumed.
· Full-buffer: Non full buffer traffic is very typical, in which case the scheduler often has more flexibility to avoid interference, such as using orthogonal time/frequency resources, not necessarily from the spatial domain to solve the problem. On the other hand, one usage case for CoMP to be important is that a minimal grade of service (i.e., throughput and latency) must be maintained for a certain UE that is a victim of an interfering eNB. Even though that UE may typically have non buffer traffic, the latency target will force the scheduler to serve the UEs from the same time/frequency resources (e.g., in video streaming). 
· Such scenarios may be modeled, to some degree, as full-buffer traffic with minimal throughput guarantees. Specific models for non-full buffer traffic are part of the ongoing discussion [1].
· Intra-eNB and inter-eNB CoMP: We are also interested to compare inter-eNB with intra-eNB CoBF, even though intra-eNB is more practical in Rel-10 time frame as agreed.  

· With CoBF, cell-edge user performance can also be prioritized in the scheduler, as we will show in the simulation. In the study here, we explore some heuristic modifications to scheduler to guarantee minimum data rate (i.e., “PF scheduler with minimum throughout guarantee”). The general idea is to modify the average rate metrics in the PF scheduler at short fixed intervals to penalize the UEs according to deviations of their current data rates from the target minimum. In particular, the different scheduler modifications are summarized below (note that the “PF scheduler with minimum throughout guarantee”  can be applied to both CoMP and non-CoMP):
1) Proportional fair scheduler

2) Algorithm 1 – Modification of PF scheduler to target minimum spectral efficiency of 0.10 bps/Hz

3) Algorithm 2 – Modification of PF scheduler to target minimum spectral efficiency of 0.15 bps/Hz

4) Algorithm 3 – Modification of PF scheduler to target minimum spectral efficiency of 0.20 bps/Hz

The scheduler algorithms above lead to different fairness profiles of the resulting normalized UE spectral efficiency. The system simulations are performed over a 19 site/57 cells with wrap around and use ITU UMi channel model. The iterative algorithm for coordinated beamforming described in the appendix is used in CoBF-enabled simulation modes.  Additional simulation parameters and modeling assumptions are provided below:

	Parameter
	Value

	Channel Model
	ITU UMi

	Antenna Configuration
	Tx: ULA, 0.5 lambda ; Rx: ULA, 0.5 lambda

	Duplex method 
	FDD

	Scheduler
	Proportional fair and non-frequency selective scheduling; Scheduling granularity of one subframe

	Link adaptation
	Ideal post-CoMP CQI

	Channel estimation
	Ideal channel estimation 

	Feedback Impairments
	Wideband Feedback, Reporting period: 4 ms ; Delay: 3 ms

	Rate Metric
	Goodput based on Release 8 MCS 

	Overhead
	Control channel of 3 symbols; RS for 4 CRS as in Release 8; Same overhead for all transmission modes. Reduction in RS overhead for LTE-A/MBSFN subframes due to DRS on a maximum of two ports not included in performance gain.

	Mode Switching 
	Based on approximate capacity metrics; 
All metrics adjusted for proportional fairness;

Mode switching is allowed on a subframe basis (in the simulation it was observed that mode changes less often).

	CoMP Scheduler
	Scheduler with per cell iterations; Iterations performed for each subframe; Backhaul latency not modelled (for inter-eNB CoBF)

	Traffic Model
	Full Buffer


The overall spectral efficiency due to CoMP is reported below, where 18% and 11% gain over single-cell MU-MIMO is obtained in this idealized condition while incurring no degradation to cell-edge performance.  
	Simulation Mode
	Mean SE (bps/Hz/cell)
	5% Cell Edge user SE 

	SU/MU 
	2.70
	0.10

	SU/MU+CoBF
	3.20 (18%)
	0.11

	SU/MU with intra-eNB CoBF
	2.98 (10%)
	0.10


Table 1 – Spectral Efficiency Improvement with CoMP (CoBF) 
To improve the cell-edge performance, the three modified PF algorithms are studied below under three scenarios (single-cell, intra-eNB CoMP, and inter-eNB CoMP). Not surprisingly, the cell-edge user throughput is improved with some loss on mean throughput. 
	Simulation Mode
	Mean SE 
(bps/Hz/cell)
	5% Cell Edge user SE 
	% of UEs 

SE < 0.10
	% of UEs 

SE < 0.15
	% of UEs 

SE < 0.20

	SU/MU – Prop Fair
	2.70
	0.11
	3
	15
	32

	SU/MU – Algorithm 1
	2.25
	0.13
	0
	9
	71

	SU/MU – Algorithm 2
	2.24
	0.13
	0
	18
	34

	SU/MU – Algorithm 3
	2.22
	0.15
	0
	4
	60


Table 2 – Spectral efficiency with different fairness algorithms, Single Cell MIMO (SU/MU)
	Simulation Mode
	Mean SE 
(bps/Hz/cell)
	5% Cell Edge user SE 
	% of UEs 

SE < 0.10
	% of UEs 

SE < 0.15
	% of UEs 

SE < 0.20

	SU/MU with intra eNB CoBF - Prop Fair
	2.98
	0.10
	5
	16
	28

	SU/MU with intra eNB CoBF– Algorithm 1
	2.25
	0.14
	0
	8
	68

	SU/MU with intra eNB CoBF– Algorithm 2
	.2.35
	0.14
	0
	13
	28

	SU/MU with intra eNB CoBF– Algorithm 3
	2.38
	0.17
	0
	3
	49


Table 3 - Spectral efficiency with different fairness algorithms, intra-eNB CoBF 

	Simulation Mode
	Mean SE 
(bps/Hz/cell)
	5% Cell Edge user SE 
	% of UEs 

SE < 0.10
	% of UEs 

SE < 0.15
	% of UEs 

SE < 0.20

	SU/MU with CoBF - Prop Fair
	3.20
	0.11
	3
	12
	25

	SU/MU with CoBF – Algorithm 1
	2.51
	0.17
	0
	0
	53

	SU/MU with CoBF – Algorithm 2
	2.52
	0.15
	0
	4
	17

	SU/MU with CoBF – Algorithm 3
	2.69 
	0.18
	0
	0
	29


Table 4 - Spectral efficiency with different fairness algorihms, inter-eNB CoBF 
Based on the results, we have the following observations

1) Even intra-eNB CoMP can obtain 10% cell-average throughput gains (3.0 versus 2.7bps/Hz/cell) compared to 18% gain for “system-wide CoMP” (i.e., allow both intra- and inter-eNB CoMP), while maintaining similar cell-edge throughput (around 0.10 bps/Hz/cell for 5%). 

2) While maintaining similar mean data rate (say ~2.7 bps/Hz/cell, comparing first row in Table 2  with last row Table 4), system-wide CoBF can obtain up-to 60% improvement (i.e., from 0.11 to 0.18 bps/Hz/cell) in 5% cell-edge, and also a minimum data rate guarantee of up to 0.15 bps/Hz. Intra-eNB CoMP has relatively modest improvement on cell-edge performance with mean throughput also reduced. This may be due to the fact that inter-eNB interference is significant and can not be mitigated with only intra-eNB CoMP, hence making it challenging to improve performance for low-geometry UEs at “cell-edge” as opposed to sector edge.
3) The resulting fairness profiles from different scheduler algorithm modifications are plotted below. In all case, the traditional definition of fairness is satisfied as reflected in the curves on the right. Further as minimum data rate target is increased, CoBF accommodates these requirements, while not degrading the data rates of higher geometry users significantly (compare black curve in Figure 1(left) to Figure 3 (left)). This observation, to some extent, follows the expectation that CoMP should be able to provide significant improvements to cell-edge UEs, by eliminating interference from coordinating points.
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Figure 1 – UE spectral efficiency and normalized spectral efficiency for single cell MIMO
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Figure 2 - UE spectral efficiency and normalized spectral efficiency for intra-eNB CoBF
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Figure 3 – UE spectral efficiency and normalized spectral efficiency for inter-eNB CoBF
4. Conclusions 
In this contribution, we discuss the CoMP operation with further detail and potential standards impact. We have these main conclusions:

· Intra-eNB CoMP can be naturally built upon single-cell MU operation with small additional specification impact (perhaps on high layer signaling only, when the same feedback content and mechanism for MU can be used)
· As an eNB implementation issue, schedulers can indeed exploit CoMP capability to improve cell-edge performance (e.g., guarantee certain minimum data rate) for certain scenarios. Definitions of such scenarios, mainly new traffic models, different metrics for QOS may help a better understanding of CoMP gains. 
Specific observations based on the results are also summarized below:

1) Even intra-eNB CoMP can obtain 10% cell-average throughput gains (2.98 versus 2.70 bps/Hz/cell) compared to 18% gain for “system-wide CoMP”, while maintaining similar cell-edge throughput (around 0.10 bps/Hz/cell for 5%). 
2) While maintaining same mean data rate, system-wide CoBF can obtain up-to 60% improvement (i.e., from 0.11 to 0.18 bps/Hz/cell) in 5% cell-edge, and also a minimum data rate guarantees of up to 0.15 bps/Hz. Intra-eNB CoMP has relatively modest improvement on cell-edge performance with mean throughput also reduced. 
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6. Appendix: Covariance-based CoBF and Scheduler

Algorithms for dynamic cell clustering and UE grouping merit particular attention. Simulation in the context of Rel8 LTE is more limited to a per cell basis. Fairness and other optimization criterion are defined within the context of a single-cell, which can be reproduced among the cells in the layout. However, a simulation framework for evaluating performance gains with CoMP is different due to cell and UE grouping. It should be noted that the scheduler decision in one cell or a group of cells intertwines with decision made by another cell or group of cells. Sum throughout as predicted by a hypothetical user grouping or eNB grouping is a decision factor in the scheduler, as shown later. 

Clearly, the key here for CoMP evaluation is the feedback assumption and what the coordination scheduling algorithm will do with the feedback. We use an example of spatial correlation feedback as proposed in [2] to explain CoMP evaluation process.

Denoting the spatial correlation matrix observed by UE-i and eNB-j as 
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where S is a set of subcarriers, corresponding to a sub-band (including the special case of a single sub-carrier),  the whole transmission band, or a single component carrier in the case of spectrum aggregation.  “R” is an instantaneous correlation estimated based on an instantaneous channel estimated from CSI-RS in a subframe. If accumulated over a long period of time, it eventually converges to statistical correlation.
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Figure 1. CoMP operation based on spatial correlation feedback 

In CoMP operation, for a UE that sees significant interference from other cells (e.g., within a predefined RSRP gap to that of the serving cell), the UE can report the RSRP of those interference cells to the serving cell. The serving cell can further request the feedback of “R” for up to “X” interfering cells. In the example of Figure 1, for UE1, there are four cells (eNB 1,2,3,6) within a predefined RSRP threshold of its serving cell eNB1. UE1 may be instructed to report
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. These correlation matrices are assumed to be sent back to the serving cell eNB1 which further sends 
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to eNB2, eNB3, and eNB6, respectively, via backhaul. Similarly, assume UE2 reports 
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and UE3 reports 
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Let us consider the example of a coordinating set with 3 neighboring eNBs 1, 2 and 3 serving UEs 1, 2 and 3, respectively. In the case of coordinated scheduling/beamforming (CS/CB), eNB1 needs to know if its transmission to UE1 is in the same subframe as when UEs 2, 3 are served by their serving cells. Such a scheduling coordination may be obtained by coordinating with eNBs 2 and 3. If co-scheduled, eNB1 will derive its precoding weights based on some principle such as maximizing the ratio between the signal power received by UE1 and the interference power that eNB1 leaks to other UEs (i.e., signal to leakage plus noise ratio or SLNR). The reason for the use of such a criterion to determine precoding weights will be explained later. eNB1 obtains the knowledge of 
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from UE2 via backhaul from eNB2, and 
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 from UE3 via backhaul from eNB3. 

The sum capacity after coordinated beamforming among eNBs 1, 2 and 3 can be approximated as, where 
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where 
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,,

FFF

are the precoding matrices at respective eNBs, 
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are the per-antenna average “residual” interference and noise powers observed at UEs 1, 2 and 3 respectively, i.e., excluding the received power from cells in the set of transmission points. Clearly the maximization of the above metric requires solving 
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Since each term in the sum-capacity equation depends on precoding matrices at all eNBs, the solution to 
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 does not have a closed form. Alternatively, a suboptimal approach is to use a SLNR based approach using the following steps. SLNR criteria leads to a closed form solution that can be derived at each eNB independently, hence it is also more suitable to a distributed type of scheduling. In fact, SLNR solution is optimal under the zero cross-interference principle for SP-MU schemes [4]. It can be shown to be co-linear with the regularized ZFBF and MMSE-BF solution in a flat-fading channel [5].
Step 1: Select a candidate group of UEs 
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 each of which has measured and fed back three spatial covariance matrices corresponding to eNB1-3 

Step 2: For each such group of UEs, the modified SLNR assuming transmission to UE-1 in cell-1 can be written as (similar expressions for other cells)
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where α is a regulation factor.  In the above equation, 
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denotes interference observed at user-2, after excluding received power from its serving cell-2 and interference from cell-1 (i.e., cell of interest here that is computing beamforming matrices). The R’s are weighted by the observed interference and noise power in the denominator term (i.e., 
[image: image38.wmf] 1

2

o

I

-

 and 
[image: image39.wmf] 1

3

o

I

-

) to avoid interference cancellation to victim UEs that have significant other source of interference/noise that can not be reduced via coordination between cell-1 and the serving cell of the victim UE.
The precoding matrix at cell 1 may be obtained as
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where 
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is a function that obtains Eigen vectors corresponding to the largest L Eigen values of the input matrix M and L is the transmission rank to the UE.

Step 3: Calculate 
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in a similar fashion. Obtain the 
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 for this group of UEs using the determined precoding matrices in step 2. 

Step 4: Compute 
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for other possible candidate group of UEs. Choose the UE group with the best sum rate.
Clearly, the above solution is described as an example specifically for a cluster of three coordinating eNBs. We generalize it in the next section to a system-wide iterative solution, which also includes mode selection within each cell. A mode is referred to as a MIMO transmission mode that includes SU/MU selection, number of users (in case of MU), and transmission rank to each user. Ideally the scheduler should treat single-point SU/MU modes as a special case of CoMP when the schedulers collectively decide that no special attention/coordination (e.g., coordination on UE grouping and precoding) is needed. 

A decision based on 
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can be made by a centralized algorithm that has access to the beamforming matrices at participating cells. However, without going to a true global decision-making algorithm, an iterative and distributed scheduler implementation with exchange of certain information may also be possible, as described in the next section. The performance may depend on the delays and robustness of such exchange. However, coordinated beamforming may be robust to such impairments.

6.1. Iterative Scheduler

In the initialization step, scheduler determines the SU/MU-MIMO mode and the corresponding precoding matrices assuming no coordination. For example, this could be based on maximizing the predicted sum rate as described later or in [6]. At each subsequent iteration, the set of UEs selected in the previous iteration are treated as tentative UEs. 

Further let us define the following sets, as illustrated in the Figure 1.
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(i.e., set of cells whose RSRP is within a threshold to serving cell RSRP as seen by UE 
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- Set of UEs that have cell-k in their measurement set (could be obtained by network exchange and updates). Let us refer to it as ‘Victim UE Set from cell-k’.

At iteration-
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in cell-k, the SLNR criterion applied for a user 
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 in cell-k can be written as (based on the hypothesis of a SU mode – i.e., cell-k is serving a single UE)
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where 
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is, at iteration 
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n

-

, the victim UE set of cell-k, i.e., the set of tentative UEs not served by cell-
[image: image56.wmf]k

but receive significant interference from it. Cell-k obtains the information of this victim set and the corresponding spatial feedback reports from their respective serving cells. 
[image: image57.wmf]k
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is the post-CoMP interference seen at the UE 
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from cells in its measurement set, excluding cell 
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 and its own serving cell. 
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is computed by the schedulers, rather than measured at UEs, and it can be obtained as follows 
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where
[image: image62.wmf]/{,()}

j

Aksj

 denotes the CoMP measurement set of UE-j excluding cell-k  and its own serving cell 
[image: image63.wmf]()

sj

, and
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N

is the interference and thermal noise power that is not included in measurement set. The solution of (1.6)

 is given as: 
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A cell may also serve more than one UE in MU mode. In this case, the above SLNR metric can be generalized to multiple users, where for each user in a hypothesized user pair
[image: image66.wmf]{,}

pq

 (or a set larger than two WLOG), SLNR is defined for each UE as
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and 
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The user group and MIMO mode chosen is based on maximizing a cost metric that is maintained locally at each eNB. The cost metric is associated with the selection of users 
[image: image69.wmf]k

U

in cell-k. For example, this cost metric can be the sum throughout of its own users, as well as the throughout change for other coordinating cells (i.e., serving cells of the victim UEs from cell-k) due to the coordinated beamforming effort made by cell-k   
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where 
[image: image71.wmf](,)

kkk

CUF

 is the rate metric for cell-k, which may be approximated as 
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and 
[image: image73.wmf]()

(,)
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CUF

D

is the change in rate in serving cell 
[image: image74.wmf]()

sj

corresponding to UE 
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. 

The iterations are conducted from cell to cell in each sweep (iteration).

Clearly, user selection and precoding selection updates within the cell require exchanging spatial feedback information and interference measurements between cells. In practice, such exchange may be done over time, given that channel covariance information is robust to channel variation. Further, it is also possible to include feedback updates as part of the above algorithm. Certain level of co-scheduling of users in neighboring cells is also necessary to obtain ‘predictable’ interference situations.

In the case of joint transmission (JT), eNB1 has to know which other cells are capable of coordinating (i.e., eNBs that are prepared with the same content intended for UE1 via backhaul). Moreover, eNB1 may request additional feedback corresponding to a “global” transmit spatial correlation matrix. If two or more users belonging to two or more different cells are served simultaneously in JT, that decision will likely come from a joint/centralized scheduler. Given that JT and CS/CB have very different requirement on backhaul, scheduler, and feedback, a decision between JT and CS/CB may likely be made in a predetermined manner, instead of dynamically switching between them based on the same set of feedback.  Another possibility is that a cluster of cells with ‘connected’ transmitters may decide to perform JT, and then CoBF may be performed between such clusters using similar algorithms.
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