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1 Introduction
Efficient support for heterogeneous network deployments is one of the key objectives of LTE-Advanced. This has also been reflected in a recent update to the LTE-Advanced study item description [1]. Heterogeneous deployments are defined in [1] as mixed deployments consisting of macro, pico, femto and relay nodes. In this document, we explore some interference coordination techniques in the context of femto (also referred to as HeNB) deployments utilizing the closed subscriber group (CSG) feature.

We have shown that strong interference conditions can occur in heterogeneous networks for a variety of reasons [2]. One of the cases in which we see strong interference (and therefore weak geometries) is the case of CSG deployments, where a UE may not be able to access its strongest cell. Geometry distributions for such deployments are shown in [2]; these distributions show that geometries as low as -20dB can be seen in some cases with geometries below -10dB quite common. As a result of these low geometries, interference coordination for both control as well as data channels becomes an essential technique in order to guarantee robustness and achieve optimum performance. 
Techniques for inter-cell interference coordination (ICIC) for control and data channels are further explored in [3]. In this document, we provide performance results for data ICIC techniques. For simpliticy,  in this study,  we focus on an HeNB-only deployment, and consider interference caused only by HeNBs. In particular, we follow up on the results in [4] to show the impact of the latency of interference coordination for realistic traffic profiles. The results in [4] showed the impact of interference coordination latency for a simple Poisson model; in this contribution we study the impact of coordination latency for a HTTP packet call traffic model. We show that fast coordination schemes can lead to tremendous increase in the perceived user throughput when compared to slower coordination. 

2 Main Design Considerations

As discussed above, the geometry in CSG deployments can be extremely low for some mobiles. Hence, under reuse one, a significant number of mobiles can be in outage (as confirmed by numerical results presented in the later sections). This naturally necessitates coordination of transmissions across cells to mitigate interference. 
We now elaborate on the main design considerations that motivate the set of interference management schemes considered in this contribution:
1.  Interference coordination across cells should be based on dynamic priority information rather than just the QCI for the logical channels associated with a given UE. This helps in better use of resources. For example, when a lower priority logical channel has a pending packet for which the delay is close to the target, it may be better to schedule this packet before a packet for a higher priority logical channel which is far away from its deadline. 

2.  Interference coordination across cells should ideally occur at the timescale of one subframe. Especially in a femto deployment where each cell may have only a few UEs, there may not be enough statistical multiplexing of traffic within a single cell to allow semi-static coordination schemes to use the spectral resources efficiently. For example, on the downlink a base-station may have data to send to a UE in one subframe, no data in the second, and more data in the third subframe and so on. Hence, a semi-static scheme would either delay all the data for a UE until it is sufficiently buffered or lead to wastage of spectrum when a base-station has no data to send to a UE. Such effects are more pronounced in a femto deployment than a macro deployment where each cell has 10s to 100s of active UEs per cell which leads to a higher statistical multiplexing of traffic over a given set of resources. 
3. In a femto deployment each UE may have one or two dominant interferers (HeNBs) (similarly on the uplink one or two UEs may be the dominant interferers to a HeNB. Hence, since the geometry can be low and the interferers may be active only for a fraction of the time, the interfererence can be “bursty”. This makes rate prediction using the conventional CQI reporting difficult. Thus, in a femto deployment more accurate interference reporting based on the actual transmission powers in a given sub-frame can lead to better rate prediction. 
Thus, while ideally we would like to have fine grained fast time scale interference coordination and CQI reporting, such an approach would lead to a very high control overhead if not designed properly. In this contribution, we consider an interference coordination scheme which has a small control overhead and provides dynamic coordination leading to large gains over reuse one especially for low geometry users. We also study the impact of the coordination delay incurred when coordinating transmissions across cells and show that this delay can have a significant impact on performance. 
3 Modelling

3.1 Deployment and Channel Model 
We consider a 5x5 cluster of apartments. Each apartment is populated with a HeNB with probability p. If an apartment is populated with a HeNB, a single UE is associated with it. Both the HeNB and the UE are dropped uniformly at random in the apartment. Path loss and lognormal shadowing are modelled, but not fast fading. More details about the deployment model can be found in [5]. For a given signal to interference and noise ratio, the resulting spectral efficiency is given by capacity curves obtained using [6].  Perfect rate prediction and rate granularity are assumed.  

Note that this model provides simulation simplicity, but in practice, the interference conditions could be even more adverse than modelled here. This could arise if there are a number of apartment complexes within a femto cluster, representing a typical urban area and/or more floors within an apartment complex and/or interference from macro-cells using the same carriers. Some of these aspects will be modelled in future contributions.  

3.2 Traffic Models

In addition to full buffer traffic used to model FTP users, we consider the HTTP packet call traffic model in [7]. The traffic arrival process consists of a sequence of packet calls, as shown in Figure 1. 
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Figure 1: Packet Call Model
In each packet call, the inter-arrival times for packets are IID with a geometric distribution. The packets have constant sizes. The size of each call has a truncated Pareto distribution. After a call is served, the next call arrives after a random interval which has a geometric distribution – this interval is referred to as the viewing time. This model is generic enough to capture web browsing applications, and also other Femto applications such as downloads of images/short films from cameras to a display and wireless streaming of video downloads. This model can also be used to capture downloads of multiple videos from  websites and YouTube, especially, with a smaller viewing time. For applications of this nature, where the data consists of  bursts of packets, the delay in accessing the medium at the start of each burst will play a key role in the end-user experience. 
4 Resource Allocation Algorithms

In order to coordinate transmission on the downlink (subject of this contribution) across multiple HeNBs,  the HeNB in each cell needs to have some awareness of the following information for neighbouring cells:

1. The priority of traffic in neighbouring cells. Priority can take into account static QoS attributes assigned to the bearer/logical channel, such as, for example, the QCI in use and also dynamic QoS as to how the logical channel is performing measured by those attributes (e.g. delay, rate, packet loss). For example, the QCI table in 23.203 recommends that for gaming applications 95% of packets should be served with a delay of less than 30 ms. 

2. The amount of interference seen by UEs in neighbouring cells. Both the total interference seen at the UE and the part caused by individual HeNBs (at least the dominant ones) are of interest.

3. The link quality of the UE being interfered with. This gives a measure of the sensitivity of the interfered UE to interference. 

Information relating to the above may be conveyed through messaging - either over the backhaul or over-the-air. Note that we don’t necessarily need to separate communication of these parameters; they could also be bundled as part of a utility metric. 

The following resource allocation schemes are studied in terms of their ability to efficiently mitigate interference while meeting QoS requirements:

1. Reuse One with with RQI-RS: Each HeNB transmits to its associated UE over the entire bandwidth if it has enough data in the buffer for that UE. In case the buffer has less data than that can be transmitted over the entire bandwidth, the HeNB randomly selects sub-bands to transmit on. For accurate rate prediction in a bursty setting (since each HeNB has only 1 UE to which it transmits a fraction of the time and CSG results in heavy interference), we assume that each HeNB signals the intended transmit power using an RQI-RS pilot 4 subframes in advance of the actual data transmission. These pilots are used by the UE to make an instantaneous CQI measurement which is fed back to the HeNB 2 subframes in advance of the data transmission. The importance of such an RQI-RS for accurate rate prediction is investigated in [8], where severe degradation is seen in the absence of an RQI-RS.
2. Coordination with K subframe delay: During each sub-frame (1 ms), an HeNB sends a coordination message (possibly through its associated UE in the OTA scheme) to interfering HeNBs in the cluster. The coordination message indicates the priority of the HeNB sending the coordination message (based on delays of packets in the buffer and past achieved data rate) and the spectral efficiency impact of the interference caused by the receiving HeNB. If the coordination messages are received by the HeNBs (coordination message recipients) after a delay of K subframes, then at time t+K all coordination messages transmitted at time t are resolved. Note that even though an HeNB has access to its own buffer state at current time t+K, it uses only its buffer state at time t to prioritize – this helps achieve consensus by ensuring that all contending HeNBs use the same information to determine their actions
.  However, the following two simple optimizations are made:
a. At time (t+K) an HeNB only transmits over enough resources which it can utilize even though it may have contended for more resources in the coordination message it sent at time t. 

b. At time (t+K) an HeNB can use its preferred sub-band (preferred sub-bands are assumed to be allocated at a slow time scale based on a contention graph colouring algorithm) if its buffer is non-empty and it hears no coordination messages at time t+K (sent at time t) contending for that sub-band. 

At time (t+K) each HeNB uses the incoming coordination messages to determine an increase in the utility metric for its own transmission (at full power) versus an increase in the utility metric for transmissions with which it is interfering (if it remains silent).The HeNB then makes a decision to transmit at full power (can be generalized to other power levels) only if the increase in its own utility metric is higher than the loss caused to the utility metric for other HeNBs that sent a coordination message at time t.
 
The choice of the metric is a trade-off between fairness and high spectral efficiency. We use a metric of packet delay*expected rate for bursty traffic and expected rate/average rate (proportional fair metric)for full-buffer traffic. Using packet delays or average rate helps achieve fairness, while the expected rate component tries to ensure high spectral efficiency. We would like to emphasize that many such metrics can be used in the coordination framework, thus resulting in different flavours of coordination message algorithms. For example, the fairness component can alternatively be based on other functions of packet delays, queue length, or average rate in the past. 
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Numerical Results

5.1 
Modelling Assumptions

The numerical results were generated using the System Model described above. The system parameters are summarized in the Table 1 below. 
Table 1: Simulation Parameters

	Parameter
	Value

	Bandwidth
	5 MHz

	Apt Size
	10 m by 10 m

	Noise PSD
	-174 dBm/Hz

	Noise Figure
	5dB

	Max. HeNB power
	100 mW

	Num Tx Antennas
	2

	Num Rx Antennas
	2

	Shadowing Std. Deviation
	10 dB

	Min. HTTP Call Size
	30 KB

	Mean HTTP Call Size
	200 KB

	Max. HTTP Call Size
	10 MB

	Average Viewing Time
	4, 10 s

	Avg. Inter Packet Arrival Time
	1 ms

	Packet Size
	6 KB


	Mean Packet Inter-arrival Time for QoS Traffic
	100 ms

	Min. Per Antenna C/I for data transmission
	-10 dB

	Coordination Delay 
	8 ms (OTA), 100 ms (backhaul)

	Traffic Mix
	75% HTTP, 25% Full Buffer


For backhaul coordination the coordination delay is assumed to be 100 ms. This delay accounts for queuing delays at routers and switches over a third a party residential backhaul. An average reading time of 4 to 10 seconds between successive packet calls accounts for the user delay in clicking on successive links – this could model, for example, the delay between watching two videos or downloading two pictures, or it could represent the delay between downloading two successive hyperlinked HTML pages. 

The full buffer users are used to model FTP-like connections. 

5.2 


Impact of Latency in Coordination
We consider different penetrations and different reading times; specifically, we consider 20%  and 50% penetration for average reading times of 4 and 10 seconds. The results are similar for a range of penetrations and reading times. We plot three CDFs:

1. CDF of mean perceived user rates

2. CDF of perceived rates for all completed calls across all users

3. CDF of full buffer user rates

Based on the results in Figs. 2 and 3, we make the following observations:

1. The perceived rate for HTTP users can be increased tremendously by using fast coordination mechanisms. For coordination over backhaul (100 ms delay), even though each HeNB can use its preferred sub-band opportunistically in the absence of contention, the average time to access more sub-bands is high. Hence, the perceived throughput is significantly lower than that for the over-the-air (OTA) coordination scheme. 

2. Similar trends hold even for the CDF of perceived rates across all completed calls. 

3. The reuse one scheme leads to outage for a significant percentage of both full-buffer and HTTP users. Thus, even though reuse one scheme can lead to higher perceived rates for some users, it is not feasible. 

4. For full buffer users, the difference in performance for OTA and backhaul schemes is not significant. This is because full buffer user performance is not sensitive to the delay in coordination. As the penetration increases or the viewing time decreases, there are more instances where a HeNB sends a coordination message but has no data to send when the coordination message is received by other HeNBs – this leads to wastage of spectral resources. This leads to a higher performance differentiation between OTA and backhaul coordination schemes for full buffer users. 
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(a) Average Viewing Time = 4 s
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(b) Average Viewing Time = 10 s
Figure 2: 20% penetration. Top: CDF of mean perceived rates measured by each HTTP user (averaged across all HTTP calls for that user). Middle: CDF of perceived rates for all HTTP calls (across all users). Bottom: CDF of average rates for full-buffer users. 
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(a) Average Viewing Time = 4 s
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(b) Average Viewing Time = 10 s

Figure 3: 50% penetration. Top: CDF of mean perceived rates as measured by each user (averaged across all HTTP calls for that user). Middle: CDF of perceived rates for all HTTP calls (across all users). Bottom: CDF of average rates for full-buffer users.
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Conclusions

In this contribution, we considered the problem of ICIC for data channels in the context of HTTP and full-buffer traffic in HeNB deployments. We found that:

· Lack of interference coordination (i.e., reuse one deployment) can lead to significant outage levels (>15% in some cases for both full-buffer as well as HTTP traffic).

· The speed of interference coordination can have a dramatic impact on user perception in the case of HTTP traffic. As one example, for the case of 20% HeNB penetration with a 10sec viewing time, it turns out that the perceived download rate of the median HTTP user goes up from 6 Mbps to 22 Mbps when the interference coordination delay goes from 100ms to 8ms. This is inspite of using a fairly optimized scheme for the case of slower adaptation in which the different nodes use a semi-static partitioning scheme during the initial period after a packet arrives in the buffer.

Based on the above conclusions, we propose that RAN1 study enabling mechanisms for dynamic inter-cell interference management. 
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� Lack of consensus can mean that different HeNBs react to different (partial) system states – this can lead to uncoordinated transmissions and hence, either low utilization of the spectral resources or high interference [9]. 


� This computation is motivated by iterative algorithms which can be shown to stabilize queues and optimize delay performance; similar iterations can be designed to maximize utilities of average user rates as well. 


� Since, the granularity of time in the simulations is 1 ms, 4  IP packets were aggregated into one effective packet. 





