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1. Introduction
So far, a lot of companies have given the contributions relevant to the codebook design for 4x4 UL-MIMO.  Based on all those works, in RAN1 #58 meeting, rank-1 and rank-2 codebook were confirmed. The rank-3 codebook was decided to be BPSK/QPSK alphabet based size-20 codebook.
According to the conclusion, the codebook sizes of different ranks are fixed.  In mobile communication systems, in reality, UEs undergo different channels and experience different SINR level. For example, in general, the cell edge UE needs low rank transmission because of its low SINR while the cell center UE needs high rank transmission because of its high SINR.  This results in that the cell edge UE needs more low rank precoding matrices than the high rank, similarly the cell center UE needs more high rank precoding matrices than the low rank.  Thus, from performance perspective, the use of fixed codebook size may not be the optimum way, and the semi-statistical adaptation of the codebook size may promisingly improve the system throughput.
In this contribution, we attempt to relax the codebook size for each rank according to a long term channel condition. The way of adaptation is pretty simple that the codebook size for each UE is semi-statistically fixed according to its geometry, for instance. In order to evaluate the system performance, the fixed codebook size scheme is considered as a baseline, and a performance comparison is made between the adaptive codebook size scheme and the baseline.
2. Precoding Matrix Number Distribution between Different Ranks

In the last LA meeting, the precoding methods for rank-1/rank-2 precoding codebook have been decided　while the precoding methods for rank-3 is still an open issue.  For the 6-bit UL-MIMO precoding, there are 56 vectors/matrices left in addition to the 8 power saving vectors.

It is worthwhile noting that for clear notation in what follows, we simply indicate that
· Precoding Scheme I: QPSK alphabet Rank-1, CMP Rank-2, CMP Rank-3 and Identity matrix Rank-4
· Precoding Scheme II: QPSK alphabet Rank-1, CMP Rank-2, CMF Rank-3 and Identity matrix Rank-4
Clearly, the difference between precoding scheme I and II is the precoding method of rank-3 codebook.
 For both the precoding schemes under different SNR levels, from all the precoding matrices of rank-1/2/3/4, 56 vectors/matrices that maximize the system throughput are picked up to make up the rank-1/2/3/4 codebooks.
Table 1: Codebook Size Distribution of Precoding Scheme I
	SNR(dB)
	-5
	-4
	-3
	-2
	-1
	0
	1
	2
	3
	4

	Rank1 Size
	56
	32
	32
	32
	22
	11
	8
	8
	0
	0

	Rank2 Size
	0
	24
	24
	24
	34
	45
	48
	48
	48
	48

	Rank3 Size
	0
	0
	0
	0
	0
	0
	0
	0
	8
	8

	Rank4 Size
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	SNR(dB)
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14

	Rank1 Size
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Rank2 Size
	44
	36
	32
	32
	31
	31
	31
	31
	31
	31

	Rank3 Size
	12
	20
	24
	24
	24
	24
	24
	24
	24
	24

	Rank4 Size
	0
	0
	0
	0
	1
	1
	1
	1
	1
	1


Table 1 lists the optimum codebook size distribution of precoding scheme I under different SNR levels.  Clearly, it appears that low SNR levels need more low rank precoding matrices whereas high SNR scenarios need more high rank precoding matrices.  With SNR of -5dB, all 56 precoding vectors are involved in rank-1codebook precoding.  The behavior of the designed codebook is as the increase of the SNR, the rank-1 codebook size decreases and the rank-2 codebook size increases.  For instance, with SNR of 1dB, the rank-1 codebook only has 8 precoding vectors and the rank-2 codebook becomes full with all remained 48 rank-2 precoding matrices.  From 3dB to higher SNR levels, there are no rank-1 transmissions any more.  With SNR of 7dB, the rank-2 codebook has 32 precoding matrices and the rank-3 codebook becomes full with all remained 24 rank-3 precoding matrices.  In 9dB scenario, however, the optimum codebook size distribution becomes [0,31,24,1] and does not change accordingly even  increasing SNR level thanks to the limited size of rank-3/rank-4 codebook of precoding scheme I. 
Table 2: Codebook Size Distribution of Precoding Scheme II
	SNR(dB)
	-5
	-4
	-3
	-2
	-1
	0
	1
	2
	3
	4
	5

	Rank1 Size
	56
	32
	32
	32
	22
	11
	8
	4
	0
	0
	0

	Rank2 Size
	0
	24
	24
	24
	34
	45
	48
	48
	48
	48
	37

	Rank3 Size
	0
	0
	0
	0
	0
	0
	0
	4
	8
	8
	19

	Rank4 Size
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	SNR(dB)
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Rank1 Size
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Rank2 Size
	27
	24
	24
	21
	16
	12
	8
	6
	4
	1
	0

	Rank3 Size
	29
	32
	32
	35
	40
	43
	47
	49
	51
	54
	55

	Rank4 Size
	0
	0
	0
	0
	0
	1
	1
	1
	1
	1
	1


Table 2 lists the optimum codebook size distribution of precoding scheme II under different SNR levels.  Clearly, the phenomenon similar to Table 1 is able to be observed.  From SNR of -5dB to 1dB, the codebook size distributions of both schemes are the same due to the same rank-1/rank-2 precoding matrix set.  With high SNR level, the codebook size distributions of the two schemes are different. This is because the rank-3 precoding schemes are comparably different.  For example, with SNR of 14dB, the codebook size distribution is [0,4,51,1] for scheme II precoding and the codebook size distribution is [0,31,24,1] for scheme I precoding.  In high scenario area, therefore, we presume that scheme II precoding in general achieves more system throughput than scheme I precoding due to more high rank matrices involved in scheme II precoding. 
It is worthwhile noting that for both the precoding schemes, we never find the codebook size distribution as [16,16,20,1], which is decided as the codebook size in LTE-A codebook design.
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Figure 1: Throughput Comparison of Precoding Scheme I and II
Figure 1 describes the throughput comparison of precoding scheme I and precoding scheme II.  Clearly, precoding scheme II and precoding scheme I have the same system throughput in low SNR region while precoding scheme II outperforms precoding scheme I in high SNR region due to the good property of the CMF based rank-3 precoding codebook.  Therefore, in what follows, our research and discussion are focused on precoding scheme II.
3. Codebook Size Adaptation
Figure 2, Figure 3 and Figure 4 describe the precoding codebook efficiency of rank-1 codebook, rank-2 codebook and rank-3 codebook, respectively.  
The precoding codebook efficiency is defined as,

[image: image2.wmf]sizen

sizen

sizeMAX

T

T

h

=

=

=

=


where 
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 is the throughput using the size-n codebook, 
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Figure 2: Rank 1 Precoding Efficiency, QPSK Constellation
For QPSK alphabet based rank-1 codebook, there are totally 64 precoding vectors/matrices.  With 
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=0.9512, and 
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=0.9956, therefore the codebook size adaptation could improve (1-0.9956/0.9512)×100%=4.67% throughput in theory.
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Figure 3: CMP Rank 2 Precoding Efficiency, QPSK Constellation
For QPSK alphabet CMP based rank-2 codebook, there are totally 48 precoding matrices.  Similarly, with 
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=1.0, thus, the codebook size adaptation could improve  (1-1.0/0.9608)×100%=4.08% throughput in theory.
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Figure 4: CMF Rank 3 Precoding Efficiency, QPSK Constellation
Again for QPSK alphabet CMF based rank-3 codebook, there are totally 192 precoding matrices.  With 
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=0.9798, Thus, the codebook size adaptation could improve  (1-0.9798/0.9608)×100%=1.98% throughput in theory.
Table 3: 4bit Precoding Codebook Size Adaptation
	Index
	0000
	0001
	0010
	0011
	0100
	0101
	0110
	0111

	Rank1 Size
	56
	32
	22
	11
	8
	4
	0
	0

	Rank2 Size
	0
	24
	34
	45
	48
	48
	48
	37

	Rank3 Size
	0
	0
	0
	0
	0
	4
	8
	19

	Rank4 Size
	0
	0
	0
	0
	0
	0
	0
	0

	Index
	1000
	1001
	1010
	1011
	1100
	1101
	1110
	1111

	Rank1 Size
	0
	0
	0
	0
	0
	0
	0
	0

	Rank2 Size
	27
	24
	21
	16
	12
	8
	6
	4

	Rank3 Size
	29
	32
	35
	40
	43
	47
	49
	51

	Rank4 Size
	0
	0
	0
	0
	1
	1
	1
	1


Table 4: 3bit Precoding Codebook Size Adaptation
	Index
	000
	001
	010
	011

	Rank1 Size
	56
	22
	8
	0

	Rank2 Size
	0
	34
	48
	48

	Rank3 Size
	0
	0
	0
	8

	Rank4 Size
	0
	0
	0
	0

	Index
	100
	101
	110
	111

	Rank1 Size
	0
	0
	0
	0

	Rank2 Size
	27
	21
	12
	6

	Rank3 Size
	29
	35
	43
	49

	Rank4 Size
	0
	0
	1
	1


Table 5: 2bit Precoding Codebook Size Adaptation, Scheme I
	Index
	00
	01
	10
	11

	Rank1 Size
	56
	32
	0
	0

	Rank2 Size
	0
	24
	24
	0

	Rank3 Size
	0
	0
	32
	55

	Rank4 Size
	0
	0
	0
	1


Table 6: 2bit Precoding Codebook Size Adaptation, Scheme II
	Index
	00
	01
	10
	11

	Rank1 Size
	56
	0
	0
	0

	Rank2 Size
	0
	56
	0
	0

	Rank3 Size
	0
	0
	56
	0

	Rank4 Size
	0
	0
	0
	1


In this contribution, we attempt to consider different codebook size-adaptation schemes.  Table 3, Table 4, Table 5 and Table 6 exemplify 4, 3 and 2 bit codebook size adaptation schemes, respectively.  We believe that the codebook size adaptation is a slow process, relying on the UE geometry with slow variation, for instance. Such an adaptation is preferably accomplished by a high layer control signaling without increasing the control channel burden.  In this contribution, therefore, the 4-bit codebook size adaptation scheme is recommended.
Table 7: Throughput Improvement by Codebook size Adaptation Scheme I
	SNR(dB)
	-5
	-4
	-3
	-2
	-1
	0
	1

	Throughput Improvement (%)
	3.4152
	2.9203
	2.6607
	2.3398
	2.1676
	2.3878
	2.5487

	SNR(dB)
	2
	3
	4
	5
	6
	7
	8

	Throughput Improvement (%)
	2.7022
	2.4481
	1.9371
	1.3592
	1.1295
	1.0004
	0.8778

	SNR(dB)
	9
	10
	11
	12
	13
	14
	15

	Throughput Improvement (%)
	0.8770
	0.9291
	1.0825
	1.2070
	1.2049
	1.3905
	1.3582


The throughput gain by the codebook size adaptation is summarized in Table 7.  In the fixed scheme, we use size-16 rank-1 codebook, size-16 rank-2 codebook, size-23 rank-3 codebook and size-1 rank-4 codebook, resulting in 56 precoding matrices in total.  In the codebook size adaptation scheme, the 4bit adaptation is employed, using the same number of precoding matrices (56 in total).  
4. Compatibility of Adaptive Codebook Size with Fixed Codebook Size
The codebook size adaptation scheme is compatible with the fixed size codebook scheme. The compatibility issue may be looked at from two different angles. One belongs to the codebook compatibility and the other to UE capability compatibility.
For codebook size adaptation scheme, eNodeB and UE do not have to save all the possible size distribution codebooks, but save the maximum length codebook for each rank [see appendix 6.2].   When we consider the compatibility with the fixed codebook, however, the maximum length codebook must be stored. The maximum length codebook is consists of two parts; one is the fixed part and the other is the adaptive part as depicted in Figure 5.
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Figure 5: Adaptive Codebook with Fixed Part and Adaptive Part
We believe that whether using codebook size adaptation scheme depends on UE capability. For instance, some UE who has higher capability is able to utilize the adaptive codebook and vice versa. 
5. Conclusions

In this contribution, we have proposed an UL precoding scheme by semi-statistically adapting codebook size according to channel condition, such as UE geometry. We proved, by both theoretical and simulation manners, that the performance of the codebook size adaptation scheme always outperforms that of the fixed codebook size scheme.
In addition, this contribution gives a clear understanding that the adaptive codebook size scheme is compatible with the fixed size codebook scheme.  
6. Appendix
6.1. Link Level Simulation Assumptions
The relevant link level simulation assumptions are listed in Table 8
Table 8: link level simulation assumptions.
	Parameter 
	Explanation/Assumption

	Bandwidth
	5 MHz

	Antennas Configurations
	4x4

	Receiver Type
	LMMSE

	Fading model
	3 Kmph ITU-VA 6 delay profile

	Spatial channel model
	Tx and Rx correlation = 0 

	MCS Set
	MCS 0-27

	Coding Scheme
	Turbo Coding

	Allocated RBs
	4

	HARQ scheme
	off

	Sampling frequency
	7.68 MHz

	FFT size
	512

	Number of useful sub-carriers
	300

	Number of OFDMA symbols per TTI
	14

	Number of sub-carriers per RB
	12

	Overhead
	3 symbols

	Processing delay 
	5 subframe (5ms)

	Channel estimation for demodulation
	Ideal 


6.2. Nested Codebook Group
The memory usage for the precoding matrices elements is a mentioned problem for codebook size adaptation. In general, if the codebook size adaptation is used, both eNodeB and UE have to save all the codebooks for different ranks and different sizes.  For example, if the 4 bit codebook size adaptation scheme is used, both eNodeB and UE have to save all the 16 codebooks for all the 16 codebook size distribution.

The nested codebook group can resolve this memory wasting problem.  A length-L nested codebook group is actually a sequence of precoding matrices that can give all possible size codebooks.

For example, for rank-1 codebook, a length-64 nested codebook group can give 64 codebooks from size-1 to size-64.

The first precoding matrix of the length-64 nested codebook group makes up the size-1 codebook.

The first and the second precoding matrix of the length-64 nested codebook group make up the size-2 codebook,

The first n precoding matrices of the length-64 nested codebook group make up the size-n codebook.

All the precoding matrices of the length-64 nested codebook group make up the size-64 codebook.

According to Table 3, the maximum size for rank-1 codebook is 56, the maximum size for rank-2 codebook is 48, the maximum size for rank-3 codebook is 51, and the maximum size for rank-4 codebook is 1.  

Table 9 lists the memory usage for fix scheme and adaptation scheme.

Table 9: memory usage of fix scheme and adaptation scheme
	
	Fix scheme (Complex Number)
	Adaptation scheme (Complex Number)

	Rank-1 codebook
	4×16=64
	4×56=224

	Rank-2 codebook
	8×16=128
	8×48=384

	Rank-3 codebook
	12×23=276
	12×51=612

	Rank-4 codebook
	16
	16

	total
	484
	1236
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