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1. Introduction 
Relay has been adopted in LTE-Advanced to enhance the system capacity and coverage [1]. Two types of relay node have been defined: Type I and Type II. A Type I relay node is basically an independent eNB with a low transmit power and in-band wireless backhaul, while a Type II relay node does not create a new cell and helps the eNB with data transmission/reception. The framework of Type II relay was agreed in RAN1 #58 as follows [2]:

· It does not have a separate Physical Cell ID and thus would not create any new cells

· It is transparent to Rel-8 UEs; a Rel-8 UE is not aware of the presence of a type 2 relay node 

· It can transmit PDSCH.

· At least, it does not transmit CRS and PDCCH.

Various transmission schemes for Type II relay have been discussed in [3]-[5]. The performance benefits of Type II relay were presented in [4]-[10]. The relay channel models have been under active discussion as well [9]. 
In our previous contribution [6] we presented the performance of type II relay assuming perfect backhaul links, which implies that the backhaul can always support the highest MCS and that the packet can always be decoded at the first transmission on backhaul. In this contribution, we present the performance with realistic backhaul links for both uniform UE distribution and hotzone UE distribution. 
2. DL performance for Type-II relay with realistic backhaul
2.1. Simulation assumptions
Table 2 in the Appendix lists the simulation parameters. A network of 57 sectors with the site-to-site distance of 0.5km is simulated. Each sector has four relay nodes (RN) which are uniformly placed at a distance of 4/5 cell radius from the eNB. The antenna configurations for eNB-UE, RN-UE, and eNB-RN links are assumed to be 1x2 with independent fadings at the two receiving antennas. Channel models in [9] are employed. Directional receiving antennas at RNs are assumed to improve the backhaul link quality. To model the realistic backhaul links, packet transmissions and HARQ on backhaul are simulated. The RN starts to participate the packet transmission only after it decodes the packet on backhaul. 
We consider the case that relay nodes help on retransmissions only. The coordinated transmission from the eNB and RN is briefly described as follows. 

· The eNB transmits the packet to the UE. The RN monitors the PDCCH and decodes the packet as well. 

· If the RN decodes the packet successfully, the RN monitors the ACK/NACK from the UE. If a NACK is received, for non-adaptive synchronous HARQ, the eNB and RN perform the packet retransmission to the UE simultaneously. 
In the simulation a round-robin scheduler with full bandwidth allocation is employed, i.e., the resource blocks of the entire subframe are assigned to one user. The full-band resource allocation relieves the scheduling constraint brought by the half-duplex of relay nodes [6]. 
2.2. Link adaptation
Due to the absence of CRS from the relay nodes, the eNB has no explicit knowledge of the link quality of RN-UE. In the simulation the eNB estimates the RN-UE link quality via scaling the eNB-UE SINR by the large-scale pathloss difference between the eNB-UE and RN-UE links and the transmit power difference between eNB and RN [6]. We also assume that the RNs monitor CRS from the eNB and feedback CQIs of backhaul links. 

To choose an appropriate MCS the following two aspects need to be considered:

(1) A high MCS can be chosen if the UE is close to a RN. However the packet has to go to retransmissions so that the Type II relay can help. Hence the MCS has to be high enough to overcome the extra resource usage due to the packet retransmissions.

(2) The selected MCS needs to be supported by backhaul as well.

In the simulation the following MCS selection algorithm was employed taking into account the backhaul link quality:

(1) Let MCS1 be the MCS level that the eNB-UE link can support targeting 10% FER after the 1st transmission.

(2) Let MCS2 be the MCS level that the combined link of eNB-UE and RN-UE can support targeting 10% FER after the 2nd transmission, where the 1st transmission is from eNB and the 2nd transmission from both eNB and RN.
(3) Let MCS3 be the MCS level that the backhaul link can support targeting 10% FER after the 1st transmission.

(4) Let MCS4 = min(MCS2, MCS3)

(5) If the spectral efficiency of MCS4 is larger than twice of the spectral efficiency of MCS1, the UE is assigned MCS4. Otherwise UE is assigned MCS1.

2.3. Simulation results
In this section we show the performance degradation due to imperfect backhauls. Figure 1 and Table 1 assume 10 users uniformly distributed within the sector. From Figure 1 we observe that the imperfect backhauls mainly affect the UEs very close to RNs. For these UEs, the MCS is capped by the backhaul link even though the combined link of eNB-UE and RN-UE is capable of supporting a very high MCS. On the other hand, for the cell-edge UEs which are not that close to RNs, the backhaul link is sufficient to support the MCS of the combined link of eNB-UE and RN-UE and hence we do not observe degradation on these users.
In Figure 1, in the case of perfect backhaul, we also observe that the CDF curve has a vertical jump at the spectral efficiency of ~0.17bps/Hz. This is contributed by the UEs very close proximity to the RNs. For these UEs, due to the superior link quality of RN-UE, the UEs are assigned the highest MCS but have to use two subframes to transmit a packet. Therefore their spectral efficiencies are about half of the maximum spectral efficiency (~0.34bps/Hz) which is achieved by the cell-center UEs.
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Figure 1 User spectral efficiency CDF with 10 UEs/sector and uniform UE distribution
	
	Perfect backhaul
	Realistic backhaul

	Gain on cell throughput
	3.8%
	2.5%

	Gain on 5% user throughput
	15.1%
	15.0%


Table 1 Summary of performance from Figure 1 for perfect and realistic backhauls
Figure 2 and Table 2 assume 25 users per sector distributed in a hotzone fashion. For each of the 4 RNs, we drop 5 users within 30m around the RN and make sure these 5 UEs are within the coverage of the RN (i.e., the UE sees higher signal strength from the RN than from the eNB). The remaining 5 UEs are macro UEs which are uniformly dropped in the sector. We observe that compared to a regular eNB network the relay nodes provide a significant gain on 5% user throughput. Compared to the case of perfect backhaul, the realistic backhaul degrades the average cell throughput to some extent. The degradation could be reduced further if hotzone UEs are simply dropped within 30m around the RN rather than within the coverage of the RN. 
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Figure 2 User spectral efficiency CDF with 25 UEs/sector and hotzone UE distribution
	
	Perfect backhaul
	Realistic backhaul

	Gain on cell throughput
	12.8%
	5.2%

	Gain on 5% user throughput
	46.4%
	44.4%


Table 2 Summary of performance from Figure 2 for perfect and realistic backhauls
3. Conclusions
In this paper, we discussed the DL performance of Type II relay with realistic backhaul links. The imperfect backhaul links mainly affect the limited number of UEs very close to RNs. Our initial results show that for uniform UE distribution, the performance degradation due to imperfect backhaul is not significant. For hotzone UE distribution, with more than 80% of UEs associated with RNs the degradation in average sector throughput is  ~7%. 
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Appendix
Table 3 Simulation parameters
	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 19 macro eNB, 3 sectors per cell 

	Relay layout
	4 RNs per sector uniformly distributed at 4/5 of cell radius  

	Inter-site distance (ISD)
	1732 m (Case 3), 500m (Case 1)

	Distance-dependent path loss for eNB(UE
	PLLOS(R)=103.4+24.2log10(R)

PLNLOS(R)= 131.1+42.8log10(R) , R in km.
Case 1: Prob(R)=min(0.018/R,1)*(1-exp(-R/0.063))+exp(-R/0.063)

Case 3: Prob(R)=exp(-(R-0.01)/1.0)

	Distance-dependent path loss for RN(UE
	PLLOS(R)=103.8+20.9log10(R)

PLNLOS(R)=145.4+37.5log10(R),  R in km

Case 1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

Case 3: Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5, 3exp(-R/0.095))

	Distance-dependent path loss for eNB->RN

	PLLOS(R)=100.7+23.5log10(R)
PLNLOS(R)= 125.2+36.3log10(R), R in Km
Case 1:  Prob(R)=min(0.018/R,1)*(1-exp(-R/0.072))+exp(-R/0.072)
Case 3:  Prob(R)=exp(-(R-0.01)/1.150)
Bonus factors for optimized relay site planning follows R1-093726

	Shadowing standard deviation
	10dB (RN to UE);    8dB (eNB to UE);  6dB(eNB to RN)

	Shadowing correlation
	0.5 between sites (including eNB and RN); 1 between sectors per site

	Penetration loss 
	20dB from eNB to UE, 20dB from RN to UE, 0dB from eNB to RN

	Antenna pattern for macro eNBs to UEs (horizontal)
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	Antenna pattern for macro eNBs to UEs (vertical)
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	Combining method in 3D antenna pattern
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	Antenna pattern for relays to UEs 
	Omni-directional

	Carrier frequency 
	2GHz

	Bandwidth
	10MHz

	Minimum distance between UE and eNB/RN
	35m between UE and eNB, 10m between UE and RN

	Tx power
	46dBm for eNB

	BS antenna gain (incl. cable loss)
	14dBi

	Relay antenna gain (incl. cable loss)
	5dBi

	UE antenna gain
	0dBi

	UE noise figure
	9dB

	eNB noise figure 
	5dB

	Antenna configuration
	1x2 for eNB-UE, 1x2 for RN-UE, 1x2 for eNB-RN

	Mobile speed 
	3km/h

	Fast fading
	ETU, independent fading for two antenna branches

	Scheduler
	Round-robin with full bandwidth allocation

	CQI feedback
	Feedback period 5msec, feedback delay 6msec

	Channel estimation
	Ideal

	Control channel overhead 
	3 OFDM symbols

	HARQ combining
	Chase

	Relay coordinated transmission
	Initial transmission from eNB only, retransmission from eNB and RN; RN participates the transmission after it decodes the packet on backhaul

	Traffic type
	Full buffer
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