TSG-RAN WG1 #59bis
R1-100530
Valencia, Spain, 18 – 22 January 2010
Source: 
ZTE
Title:

      Code Book Design of Explict Feedback
Agenda Item:
7.2.4.4
Document for:
Discussion and Decision 

1 Introduction
In RAN1 58bis meeting, some decisions about feedback in LTE-A are made as follows:

· Feedback (CSI) enhancement for MU-MIMO

· enhancements to feedback codebooks

· other…

· Rel-8 CQI/PMI/RI could provide a good baseline for simple extensions, e.g. 

· to add spatial dimension to ICIC

· to improve support for single-cell MU-MIMO

· Also consider possible addition of simple explicit feedback scheme

· Overhead is a key consideration

In this contribution, we will focus on how to enhance MU-MIMO with simple explicit feedback scheme. In section 2, we suggest that codebook-feedback can be regarded as the baseline of explicit feedback, at the same time the shortcoming of matrix quantization similar with Rel 8 has been pointed out for the UEs of high rank channel, so vector quantization method has been recommended. In section 3, we clarify the details of the vector quantization method; furthermore, based on Gram-Schmidt orthogonalization, the orthogonal codebook concept has been introduced for the said method. In section 4, the performance comparison between the matrix quantization of the channel matrix of size 4×2 and the vector quantization of two eigenvectors of size 4×1 has been conducted. Finally, the conclusion has been drawn that codebook-feedback and vector quantization should be considered for explicit feedback.
2 Codebook of Explicit feedback
According to the simulation results up to now, it can be concluded that an obvious performance gain has been raised in MU-MIMO system when feedback information is enough. However, the crux of the problem lies on how to design a reasonable feedback method to describe channel conditions accurately.

In coding theory, codebook-feedback is a very excellent way for information compression. When adopting explicit channel/covariance feedback, we still advice to consider codebook-feedback approach as baseline. 
Another important issue is how to support the high overhead of codebook. We have two considerations:
Firstly, it is difficult to design a high precision codebook for matrix quantization according to Rel-8 codebook design ideas. Actually, high precision codebook of quantized matrix index leads to tremendous complexity of search computation and a lot of storage consumption for eNBs and UEs since the increase of the size of codebook brings on exponential growth of the number of elements in the codebook. However, it is necessary to design a codebook with high granularity since the codebook not only can improve the performance of MU-MIMO system but also make it possible that UEs with high rank channel can participate in MU-MIMO operations. As a result, the matrix quantization method similar with Rel 8 codebook cannot satisfy the requirement of MU-MIMO, especially when the rank of channel is larger than 2. 
Secondly, the method of Matrix quantization of a matrix which consists of multiply eigenvectors from channel matrix fails to provide the different quantization accuracy for different eigenvectors. However, for vector quantization of multiple eigenvectors of channel matrix, it is very easy that different eigenvectors can be quantized into different quantization accuracy. Actually, it is very possible that the importance of different eigenvectors is different since different eigenvectors may play different roles and different layers may have different channel quality. 
According to the above analysis and reasons, we suggest that vector-quantization can be regarded as the baseline for explicit feedback.
In this proposal, different quantization precisions are introduced to describe different eigenvectors. For example, when the rank of channel is 2, we suggest using 6 bits for the eigenvector with the best CQI and 4 bits for the eigenvector with the second CQI. Furthermore, the quantization overhead of the best eigenvector is the highest. This means that most of overhead is spent on feedback for the most important component and limited feedback bits are used for inessential components.
3 Vector quantization and orthogonal codebook
For single cell MU-MIMO or multi-cell MIMO, perfect CSI is expected to construct a beamforming matrix. However, in practical systems, only partial CSI is available at the base station. As an example of explicit feedback, the channel covariance matrix 
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of per UE is needed by the base station to perform scheduling and paring. 
As we can see,   the
[image: image2.wmf]R

matrix can be decomposed into its eigenvectors and eigenvalues. There are 
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 by spectrum decomposition of Hermitian matrix as follows:
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Where, 
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is the k-th UE channel matrix and the size of 
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 is the number of the transmit antenna of eNB,  and 
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 is the number of the receiver antenna of UE.  
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are eigenvectors of 
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 are eigenvalues of 
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If the rank of channel is 1, only one eigenvector needs to be fed back, and the covariance matrix has the form: 
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. In this scenario, similar with LTE SU-MIMO, 
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 codeword vectors in the predefined codebook 
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 taken from rank 1 codebook
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In this case, UE only needs to report the index index 
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 to eNBs.
If the rank of channel is 2, two eigenvectors need to be fed back, and the covariance matrix has the form: 
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taken from the orthogonal codebook 
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Then, the orthogonal codebook 
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. In this case, UE only needs to report the two indices to eNBs.
If the rank of channel is 3, three eigenvectors need to be fed back, and the covariance matrix has the form: 
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Then, the orthogonal codebook 
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. In this case, UE only needs to report the three indices to eNBs.
Similar with the above Gram-Schmidt processes, high rank orthogonal codebook can be generated.  

4 Simulations
Simulation is performed to study the performance relations of vector quantization of two eigenvectors and matrix quantization of one matrix comprised by two eigenvectors when the channel rank is 2. Here, the 8-bits rank-2 Grassmannian codebook is applied for matrix quantization and two 4-bits rank-1 codebook are applied for vector quantization. Herein, for the two 4-bits rank-1 codebook, the first is a normal rank-1 Grassmannian codebook, and the second is an orthorgonal codebook defined in Section 3. As a result, the two feedback cases have the same feedback cost.
The performance comparison of the two cases in the single cell MU-MIMO has been depicted by Figure 1, and the performance comparison of the two cases in the SU-MIMO has been depicted by Figure 2. Furthermore, the detailed simulation condition has been displayed by the table in the Appendix. From the simulation, it can be observed that the performance of the 8-bits Grassmannian codebook is very slightly better than the performance of two 4 bits rank-1 codebook. That is to say, the vector quantization of two rank-1 codebook also can provide good enough performance. 
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                                            Figure 1
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Figure 2
5 Conclusion

In this contribution, we analyse codebook design issue for explicit feedback. From the discussions, our view can be summarized as follows:
· Eigenvector-quantization codebook design can be regarded as the baseline of explicit feedback;
· Different eigenvectors have different quantization precisions.
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Appendix Simulation Assumptions

	Parameter
	Assumption

	Channel 
	SCM – Urban Micro 

	Antenna Configuration
	4Tx ULA at eNB,  4λ separation 

2Rx dual polarized antenna at UE

	Number of UEs
	2 UEs with the same geometry dropped randomly in a cell.

	CQI/PMI/R reporting 
	Subband, 5RB granularity, 6ms delay

	Rank adaptation
	SU Rank is reported from UE when CQI/PMI is used.

	Link adaptation
	Perfect post-BF CQI is known at eNB

	MU Precoding
	SLNR

	Receiver
	MMSE
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