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1 Introduction

MU-MIMO with non-codebook based precoding and DM-RS is a key feature of LTE-Advanced to improve system capacity as observed during the self-evaluations for ITU submissions. It enables the use of more advanced transmit filtering at the eNB and more advanced feedback mechanisms at the UE side.  It significantly differs from the Rel. 8 codebook based precoding approach using CRS. While the exact eNB transmit filter design may be an implementation issue, an appropriate feedback mechanism has to be specified in order to fully benefit from the use of non-codebook based precoding.

In RAN1 58bis meeting, some decisions about feedback in LTE-A are made as follows:

· Feedback (CSI) enhancement for MU-MIMO

· enhancements to feedback codebooks

· other…

· Rel-8 CQI/PMI/RI could provide a good baseline for simple extensions, e.g. 

· to add spatial dimension to ICIC

· to improve support for single-cell MU-MIMO

· Also consider possible addition of simple explicit feedback scheme

· Overhead is a key consideration

In this contribution, we will focus on how to enhance MU-MIMO with an appropriate feedback mechanism. Three aspects will be discussed.

· Feedback content of eigenvector

· CQI granularity

· Feedback precision
2 MU Enhancement in various scenarios
In high-correlated scenario，we can enhance MU and obtain considerable performance gain with simple feedback scheme or channel reciprocity.  In mid-correlated and low-correlated scenario， for example scenarios are Urban Micro (UMi) or Urban Macro especially with large antenna spacing, enhancement of MU is also necessary. Under these urban scenarios, more users are typically available, which is good for MU paring.  In general with MU, it has potential to achieve gain on cell throughput, user capacity and shorter delay.  Although it is more challenging to optimize MU in low correlated scenarios, we should explore reasonable feedback enhancements given that the benefits promised.  The introduction of 8Tx can increase the probability of high rank cases.  Therefore, MU enhancement for this kind of case should not be ignored.  We can divide the scenarios into two cases. 
Low channel rank case：Spatial correlation is important in this case.  Extension should be considered to explore the potential performance gain of MU.  A lot of companies focused on this scenario and optimize MU-MIMO with various algorithms, e.g. adaptive codebook with covariance matrix feedback, configurable codebook.

High channel rank case：these scenario are typical uncorrelated and high rank scenario，R8 SU CQI/PMI/RI type feedback can be a proper baseline. Feedback enhancement should be further investigated.  We will discuss this issue in Part 4 and explain our proposals.

Note that channel rank is not necessary equivalent to SU transmission rank.  

3 Transmission Mode and Feedback Mode Design for MU-MIMO Enhancement

In RAN1 #59 meeting, it was agreed that dynamic switching between SU and MU should be supported. Dynamic switching is necessary when MU gain can be obtained in certain scenarios (e.g. large number of users). Common feedback framework should be used for the transmission mode which supports SU and MU dynamic switching but   the design of this feedback is hard to be optimized for both MU and SU. 
We list three alternatives：

Alt1：One transmission mode and one uniform feedback mode for dynamic switching

- feedback scheme gives more attention to SU in implicit feedback

- feedback scheme gives more attention to MU in explicit feedback

If we choose this alternative，a clear preference between implicit feedback and explicit feedback should be defined. 
Alt2：Two transmission modes, one for SU-MIMO only and one for dynamic switching between SU and MU [6]
Alt3：One transmission mode, but two feedback modes;  one for SU-MIMO and one for dynamic switching.
If we choose these two alternatives, eNB has the flexibility to whether to support MU or not.  MU enhancements inevitable will introduce higher overhead.  There are scenarios where it is desirable to keep lower uplink overhead, and also other scenarios where potential MU system gain is minimal (e.g. low number of users).  In those cases, eNB can configure UE in a SU-only transmission mode/feedback mode.  At the same time, if the scenario is good for MU, eNB can configure UE in the SU/MU dynamic switching mode.

4 Feedback Extension for MU-MIMO enhancement 
4.1 PMI content Enhancement
It is well known that R8 CQI/PMI/RI feedback mechanism assume that UE works in SU-mode. With UE feedback recommended PMI—“SU Tx weight”,RI and the corresponding CQI, this feedback mechanism can obtain good performance in SU-MIMO.  However, SU Rank is often less than explicit channel rank. We define explicit channel rank here that it includes the eigen-components which are not large enough to support lowest MCS in the SU spatial multiplexing.  In the example below, the SU rank is 2 but the explicit channel rank is 4. EV3 and EV4 are not strong enough to make SU rank to be 4 but they are strong enough to produce significant interference if the system lacks of these information for MU pairing.  In this regard, we can enhance the feedback mechanism from two aspects:BCI and WCI.
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Figure 1 Eigen Space

BCI:In [1],it gives the definition of BCI.  Here we attempt to view it from another direction and elaborate it in following text with the example shown in Figure 1.

If UE-1 has recommended some EVs(eigenvector) of BCI space，this information can direct eNB to perform better pairing and do better transmit weight design to reduce MU interference. As PMI is quantized and not perfect with delay error, we can’t entirely rely on it to do MU pairing.  With PMI alone and even with transmit filtering algorithms like ZF, it is hard to avoid interference falling onto the eigen-components EV3 and EV4. Unless the transmit weights are perfectly orthogonal to EV3 and EV4, UE’s own signal and interference from other UE(s) can be mixed in these directions at the receiver.  Hence, interference is hard to avoided if we can’t make sure that it is in the BCI space.  With sufficient feedback granularity and overhead, eNB can ensure pairing is done that interference is in the BCI space of each other and hence interference can be suppressed to get better MU performance. 

However, it should be noted that there are some practical constraints with using BCI extension:
· Feeding back all the BCI vectors in eigen space sometimes need a lot of overhead(e.g explicit channel rank<4,Tx dimension=8)

· Performance of BCI relies on the number of UEs in system
- BCI can help eNB to restrains interference based on high overhead but interference may not be a limiting factor in some cases e.g. in low SNR region.
WCI: UE can also provide information of WCI space instead of BCI space to eNB. Sometimes feeding back SU PMI is fairly good if the corresponding eigen-direction is significantly dominant in the signal space (e.g. in high correlated scenario).  However, in some cases (e.g. in low correlated environment), the remaining eigen-directions (WCI space in our definition) are strong enough to create significant interference if sufficiently large part of  interference from other UEs is fallen onto this space.  This is what we are trying to avoid by providing information of WCI space.  

It should be noted that there are some practical constraints using WCI extension:
· Feeding back all the WCI vectors in eigen space sometimes need a lot of overhead(e.g explicit channel rank>4, SU transmission rank is 2)
· Sometimes it is not sufficient to reduce interference with WCI knowledge alone. e.g. interference-limited scenarios

· We observed that if quantization of signal PMI is rough, WCI information may not be useful as it depends on the signal PMI information. In this case, it may be only useful for cases when the transmission rank is 1 in which quantization is more accurate.
It can also be understood that there should be a gap between the eigen content of implicit feedback and the eigen content of explicit feedback. R（channel covariance matrix）can be reconstructed more accurately with more eigen content.  We can get more accurate SINR/SLNR so that better tx weight and more accurate MU MCS determination can be obtained.
With additional eigen-components in WCI space, R can be possibly re-constructed. Hence, WCI can provide more flexibility to MU pairing and transmit weight algorithms comparing with BCI extension in some cases. In [3],it has been point out certain disadvantages of BCI which is similar to some of our observations.  Depending on the channel scenarios and setup, WCI can solve some of the problems. WCI doesn’t rely on high system load and large codebook size. It provides more flexibility to eNB in general.
BCI-WCI Switching

As we discussed in last sub-section, BCI and WCI both have pros and cons and are useful to eNB in different scenarios.  BCI is good when the system load is high under interference limited environment while WCI is preferable when system load is relatively low under less interference limited environment. BCI and WCI can also affect the accuracy and flexibility of MU pairing and transmit weight algorithms in different scenarios.  

So we suggest that both BCI and WCI should be considered for MU enhancement. Certain BCI/WCI adaptation or switching should be considered as they are good in different scenarios.  The adaptation can be controlled by either eNB or UE.  For example, 1bit signaling can be used to indicate this is a BCI or WCI.  Depending on whether this is controlled by UE or eNB and whether this is dynamic or semi-static, this signaling bit can be assigned as follows..

· 1bit RRC signalling, configured by high layer

· 1bit PDCCH signalling or 1bit PUCCH signalling

4.2 CQI feedback enhance
In [2], an algorithm to derive MU CQI from SU CQI was given. However, it is only applicable for rank one SU-MIMO scenario and ZF precoding for MU MIMO is assumed. When rank > 2, problem arises from the fact that MU precoding algorithm permits flexible TX weight adjustment. Signal strength corresponding to each TX weight is related to multiple eigen-vectors. Even for the case where PMI feedback is employed to represent eigen-vector and CQI feedback employed to represent eigen-value , mostly likely the granularity of CQI feedback will limit the actual achievable performance. If ZF algorithms such as SLNR is used, it is difficult to calculate MU CQI based on SU CQI feedback as interferences from other UEs is hard to estimate. The effectiveness of SU-MIMO CQI feedback is limited by uniform granularity limitation across layers. Smaller CQI granularity is needed for more accurate signal and interference estimation.
When SU Rank3,4 
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Using EESM or MIESM，we can predict CQI of each layer. There are multiple choices to do MU-MIMO precoding based on this information
· Alt1：using all layer-information for SLNR, ZF or Other
· Alt2：using best information for SLNR, ZF or Other
· Alt3：using fix layer information for SLNR, ZF or Other
In the following simulation we show performance comparison of these alternatives for 4TX SU rank 3.
Generally speaking, with adequate precision for high rank SU PMI feedback, Alt1 is the best choices as more eigen-vector information will benefit MU-MIMO performance. But for higher rank Rel 8 type of codebook with undesirable quantization error, Alt2 is preferred. Moreover, Alt2 has another advantage that MU CQI calculation is simplified. For this alternative, best layer information can be achieved through additional CQI feedback.
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When Rank>4, It is impossible to design codebook with finer precision for all eigen-vectors. The residue quantization error will impair the performance of MU-MIMO. For this reason, additional information about best layer index and corresponding delta CQI from UE is needed at eNB.
 - Differential CQI on part of layers should be support
- When Rank>4, UE should feed back best layer information to eNB 

4.3 Codebook Enhancement base on R8 codebook
In previous two sections we discussed explicit feedback optimization methods based on SU CQI/PMI/RI feedback, including the necessity of increasing precision of channel eigen-vector and eigen-value/CQI. One key point of MU-MIMO enhancement is whether SU-MIMO based feedback can adequately represent the quantized channel eigen-vector information. Usually analysis is based on the assumption that SU based PMI feedback contains adequate information about M maximum principle eigen-vectors in the SU eigen space. Performance will be hurt if this assumption does not hold. The reality is, as rank increases, quantization error also increases. Smaller quantization error is preferred as this introduce less layer interferences. The accuracy of interference and signal estimation will also be improved with better eigen-vector quantization.
Quantization precision is a more manifested issue for higher rank MU-MIMO. We recommend finer precision for multi-layer MU-MIMO. One of these design is present in [5] ,and the simulation result is shown below:
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Based on our simulation results, our preliminary recommendation on upper limit of the feedback is 6-bit per eigenvector. In [4], some SLS result is presented. 
5 Conclusion
In this contribution，we focus on improving feedback schemes to support MU-MIMO. We suggest some enhancement in the area of ：

· BCI-WCI Switching  
· When Rank<=4 Differential CQI on part of layers
· When Rank>4, UE should feed back best layer information to eNB 

· R8 Codebook enhancement should be considered
In reality the performance of implicit feedback is limited by the precision of the codebook used. This type of feedback is more feasible for matrix based codebook quantization. Codebook with large overhead is not practical. 
At the same time, explicit feedback codebook design will overcome the limitation of matrix quantization error. Using vector quantization methods, we can support more eigen-vector feedback with finer granularity.
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Appendix Simulation Assumptions

	Parameters
	Assumption

	Channel model
	SCM – Urban Micro

	Antenna configuration
	MIMO 4x3 /4x2
Transmitter: 4Tx ULA at eNB,  4λ separation Receiver: 3Rx ULA at UE

2Rx DP antenna at UE 

	Number of UEs
	10 UEs with the same geometry dropped randomly in a cell.

	CQI/PMI/R reporting 
	Subband, 5RB granularity, 6ms delay

	Rank adaptation
	SU Rank is reported from UE when PMI is used.

	Link adaptation
	Perfect post-BF CQI is known at eNB, i.e. perfect link adaptation

	MU Precoding
	SLNR

	Receiver
	MMSE

	Feedback
	R8 codebook

Codebook present in [5]
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