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1. Introduction

In heterogeneous network (HetNet) deployment study, the second highest priority is given to outdoor hotzone-cell scenario with new nodes and UEs placing configurations 1 and 4 described in Table A.2.1.1.2-3 of [1], [2]. In contrast to configuration 1, since detail of configuration 4 is not clearly defined, many email discussions have been done but not completely reached agreement yet [3]. Placing of UEs and hotzone-nodes significantly affects performance improvement provided by HetNet deployments. Therefore, HetNet deployments should be studied on the placing model which reflects typical deployment scenarios. If only an ideal placing model is assumed, high performance improvement could be achieved without enhancement techniques and issues inherent in HetNet deployments might not been found. On the other hand, a placing model with marginal performance improvement might not be a typical deployment scenario.
In this contribution, we discuss configuration 4 features and evaluate effect of placing model parameters by system level simulation. We expect this contribution to help a specific configuration 4 model to reach agreement.

2. New nodes and UEs Placing Configuration 4
New nodes and UEs placing configuration 4 defined in Table A.2.1.1.2-3 of [1] is shown in Table 1.

Table 1   Placing of new nodes and UEs
	Configuration
	UE density across macro cells*
	UE distribution within a macro cell
	New node distribution within a macro cell
	Comments

	4
	Non-uniform

[10 – 100]/macro cell
	Clusters
	Correlated**
	Hotspot capacity enhancement


* New node density is proportional to the UE density in each macro cell. UE density is defined as the number of UEs in the geographic area of a macro cell.

**Relay and hotzone nodes, often deployed by planning, see section A2.1.1.4.
As shown in Table 1, there are many unclear points in configuration 4. As a result of email discussions, it seems that the followings are agreed:

· Cluster (hotspot) is circular with 40m radius and UEs are uniformly distributed in it;

· There are both UEs distributed in clusters (we refer to cluster-UEs) and other UEs (we refer to non-cluster-UEs);

· Hotzone- nodes are placed in center of each cluster (this is interpretation of “Correlated” in Table 1 for hotzone-node case).

With regard to UE drop model, random UE number drop model and simplified drop model are proposed in [2]. Since many companies supported simplified drop model in the subsequent email discussions, we consider it in this contribution.

In simplified drop model, the followings have not reached agreement yet:

· The total number of UEs (in other words, the average number of UEs per macro-cell) is fixed or varied
· i.e., does the total number of UEs increase in proportion to the number of clusters?

· Non-cluster-UE density, which is the number of UEs in a macro-cell geographic area except clusters, and cluster density, which is the number of clusters in a macro-cell geographic area, are uniform or non-uniform across macro-cells, and cluster-UE density, which is the number of UEs in a cluster, is uniform or non-uniform across clusters

· i.e., non-cluster-UEs and clusters (hotzone-nodes) are dropped uniformly into overall macro-cell system or the same number of them are dropped into each macro-cell, and cluster-UEs are dropped uniformly between all clusters or the same number of them are dropped into each cluster;

· A fraction of cluster-UEs over all UEs and cluster-UE density.

First, we think that the total number of UEs should be fixed regardless of the number of clusters. HetNet deployments would be planned for various distributions of clusters and UEs. If the total number of UEs is not fixed, it would be difficult to identify issues caused by difference of the distributions. This is also proposed in [4].
With regard to non-cluster-UE, cluster-UE, and cluster densities, these should at least model higher UE densities in clusters than those of other locations in macro-cells [5][6]. In order to assure that, it is reasonable that we use uniform non-cluster-UE density across macro-cells, uniform cluster-UE density across clusters, and non-uniform cluster density across macro-cells. These also make UE density across macro-cells non-uniform and hotzone-node density proportional to the UE density in each macro-cell geographic area, as indicated in Table 1.
In order to discuss a fraction of cluster-UEs over all UEs and cluster-UE density, we evaluate effect of these parameters for HetNet deployment performance by system level simulation.

3. Simulation
We show simulation assumptions and parameters in Annex where Table 4 and Table 5 are based on [1] and [7] except assumptions marked with †. Traditional RSRP based serving cell selection where UEs are served by a cell with the highest RSRP is used.
Based on the discussion in section 2, the non-cluster-UE density, which is the number of UEs in a macro-cell area except clusters, is uniform across macro-cells and the cluster-UE density across clusters are uniform. In addition, in order to focus on evaluating effect of the above parameters, which are a fraction of cluster-UEs over all UEs and cluster-UE density, the cluster density, which is the number of clusters in a macro-cell geographic area, is uniform across macro-cells in this contribution.
We assume 30 UEs (include both non-cluster-UEs and cluster-UEs) per macro-cell geographic area and evaluate the following parameter set;

· “Cluster density” x “cluster-UE density” = [1 (cluster per macro-cell) x 5 (UEs per cluster), 1x10, 2x5, 1x20, 2x10, 4x5];
· e.g., in the case of 2 clusters x 5 UEs, 2 clusters are dropped uniformly in each macro-cell geographic area, 20 UEs are dropped uniformly in each macro-cell geographic area except clusters, and 5 UEs are dropped uniformly in each cluster.
Hotzone-nodes are deployed into all clusters, i.e., hotzone-node density is the same as cluster density. 20 trials of independent placing of UEs and clusters (hotzone-nodes) are simulated.

For UL and DL, the user throughputs (5% worst / median / mean), the macro-cell area throughput, the fraction of throughput over hotzone-nodes, and the macro and hotzone serving UE throughput ratios (5% worst / mean) are shown in Table 2 and 3, respectively (these performance metrics are proposed in [2]). The fraction of hotzone serving UEs and the cumulative distribution functions (CDFs) of the number of UEs served by the macro- and hotzone-cells normalized by the number of UEs per macro-cell geographic area (=30) are also shown in Table 2, 3 and Fig. 1, respectively. The CDFs of interference over thermal noise (IoT) per resource block (RB) received by the macro- and the hotzone-nodes and received SINR of the macro- and the hotzone-UEs are shown in Fig. 2 and Fig. 3, respectively.

Table 2   UL performance
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Table 3   DL performance

[image: image2.emf]Macro only

(no cluster)

189 453 552 16.6 0.00 0.00 0.00 0.00

1 cluster x 5 UEs 198 511 949 28.5 0.44 0.17 0.12 0.09

1 cluster x 10 UEs 215 585 984 29.5 0.48 0.26 0.20 0.16

2 clusters x 5 UEs 219 618 1335 40.0 0.62 0.19 0.13 0.18

1 cluster x 20 UEs 249 697 984 29.5 0.50 0.50 0.42 0.29

2 clusters x 10 UEs 255 824 1405 42.1 0.66 0.31 0.24 0.31

4 clusters x 5 UEs 266 979 2057 61.7 0.77 0.23 0.16 0.34

Cluster density

x

Cluster-UE density

Fraction of

throughput

over hotzone-

node

Macro

cell area

throughput

[Mbps]

Fraction of

hotzone

serving

UEs

Macro to hotzone

serving UE

throughput ratio

5% Mean

User throughput [kbps]

5% worst Median Mean


[image: image3.emf]0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.5 1 1.5 2

Normalized number of UEs served by cell

CDF

Macro only (no cluster)

1 Cluster x 5 UEs

1 Cluster x 10 UEs

2 Clusters x 5 UEs

1 Cluster x 20 UEs

2 Clusters x 10 UEs

4 Clusters x 5 UEs

系列3系列8系列8系列6系列13系列12

          Macro

          Hotzone


Fig. 1   CDF of normalized number of UEs served by cell
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Fig. 2   CDF of IoT per RB
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Fig. 3   CDF of UE received SINR
These results show the followings.

Fraction of cluster-UE:

· The higher fraction of cluster-UEs achieves the larger improvement of 5% worst and median user throughputs due to offload effect which disperses more UEs to hotzone-cells.
· However, there are hotzone-cells which serve only a small number of UEs due to their locations [4][8]. We should also investigate use efficiency of not only overall hotzone-nodes but each one.
· Although mean user throughput is significantly improved even in the case of the low fraction of cluster-UEs, only a small number of UEs served by hotzone- cells achieve high throughput.
· In the case of the same fraction of cluster-UEs, the higher hotzone-node density provides only marginal 5% worst user throughput improvement in DL. This is because offload effect from macro-cells to hotzone-cells on traditional RSRP based serving cell selection strongly depends on the fraction of cluster-UEs.

Cluster -UE density:

· The lower cluster-UE density provides the lower macro to hotzone serving UE throughput ratio due to much higher loads of macro-cells compared to hotzone-cells.
· In the case of the high fraction of cluster-UEs and the low cluster density, the 5% worst user throughput improvement in UL is small because hotzone-nodes frequently receive significant interference from non-cluster-UEs served by macro-cells
Others:
· The higher hotzone-node density increases IoT and degrades UE received SINR due to increase of interference created by hotzone-cells but achieve the larger improvement of median and mean user throughputs because multiple hotzone-nodes can share loads.
From these results, we discuss the configuration 4 model.

· The higher fraction of cluster-UEs provides the larger performance improvement. Such model could be one possibility of typical deployment scenarios.

· However, too high fraction of cluster-UEs might be optimistic scenario.

· The case of the low cluster-UE fraction may be similar to configuration 1 or 2.
· Hotzone-UE throughputs are much higher than those of macro-UE especially in the case of the low cluster-UE density. We need to study load balancing / serving cell selection in order to effectively utilize hotzone-cell resources.

· In order to support them, we also need to study interference management from MeNB to hotzone-UE and/or from hotzone-UE to MeNB, as demonstrated in [9]-[12].
· UL interference management from macro-UEs to hotzone-nodes needs to be studied especially in the case of the high cluster-UE fraction and the low cluster density.
Therefore, we propose the followings so that the configuration 4 model could reflect typical deployment scenario and cover the above issues:

· A fixed high fraction of cluster-UE regardless of cluster (hotzone-node) densities, e.g., 20 cluster-UEs / 30 UEs = 0.67, and cluster-UE density in inverse proportion to cluster (hotzone-node) density, i.e., cluster-UE density = 20 cluster-UEs / average N clusters (hotzone-nodes) per macro-cell where N = 1, 2, or 4 (10).

· As mentioned in section 2, we propose the non-uniform cluster (hotzone-node) density. Therefore, we hope to replace “Nodes per macro-cell” in Table A.2.1.1.2-2 of [1] to “Average number of nodes per macro-cell” for clarification.
4. Conclusion
In this contribution, we discussed configuration 4 features and evaluated effect of hotzone-nodes and UEs placing model parameters by system level simulation. We propose the followings for simplified drop model of configuration 4.

HetNet deployments would be planned for various distributions of clusters and UEs. If the total number of UEs is not fixed, it would be difficult to identify issues caused by difference of the distributions.
Proposal 1: The total number of UEs (in other words, the average number of UEs per macro-cell) should be fixed regardless of the number of clusters.

Higher UE densities in clusters than those of other locations in macro-cells should at least be modelled in configuration 4 and UE density across macro-cells should be non-uniform as indicated in Table 1.

Proposal 2: Uniform non-cluster-UE density across macro-cells, uniform cluster-UE density across clusters, and non-uniform cluster density across macro-cells are used. 

From the discussion on the simulation results,
Proposal 3: A fixed high fraction of cluster-UE regardless of cluster (hotzone-node) densities, e.g., 20 cluster-UEs / 30 UEs = 0.67, and cluster-UE density in inverse proportion to cluster (hotzone-node) density, i.e., cluster-UE density = 20 cluster-UEs / average N clusters (hotzone-nodes) per macro-cell where N = 1, 2, or 4 (10).
· We hope to replace “Nodes per macro-cell” in Table A.2.1.1.2-2 of [1] to “Average number of nodes per macro-cell” for clarification.
We expect that our evaluation results and proposals are discussed, required modifications are applied, and the specific configuration 4 model reaches to agreement early.
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Annex
Table 4. 3GPP Case 1 (Macro-cell) system simulation baseline parameters.
	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 7 cell sites, 3 sectors per site†

	Inter-site distance
	500 m

	Distance-dependent path loss
	L=128.1 + 37.6log10R, R in km

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration loss
	20 dB

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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 = 70 degrees, Am = 25 dB

	Antenna pattern (vertical)

(For 3-sector cell sites with fixed antenna patterns)
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BS antenna height is set to 32 m.

	Combining method in 3D antenna pattern
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	Channel model
	Typical Urban with low correlation

	Number of BS TX / RX antennas
	2

	Total BS TX power (Ptotal)
	46 dBm

	BS antenna gain after cable loss
	14 dBi

	BS noise figure
	5 dB

	Antenna bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Minimum distance between UE and cell
	>= 35 m


Table 5.  Heterogeneous system simulation baseline parameters.

	Parameter
	Assumption

	Distance-dependent path loss from hotzone-node to UE
	L=140.7 + 36.7log10R, R in km

	Shadowing standard deviation
	10 dB

	Shadowing
correlation
	Between cells
	0.5

	
	Between sectors
	N/A

	Penetration loss
	20 dB

	Antenna pattern (horizontal)
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	Channel model
	Typical Urban with low correlation†

	Total BS TX power (Ptotal)
	30 dBm

	Number of BS TX / RX antennas
	2

	Antenna gain + connector loss
	5 dBi

	Minimum distance between hotzone-node and MeNB
	>= 35 m

	Minimum distance between UE and hotzone-node
	> 10 m

	Minimum distance among hotzone-nodes
	 > 40 m†


Table 6.  Other simulation parameters.

	Parameter
	Value

	Duplex method
	FDD

	Carrier frequency / System bandwidth
	2.0 GHz / 10 MHz

	Bandwidth configuration
between macro-cell and new node-cell
	Co-channel

	Inter-cell interference modeling
	Explicit modeling
(DL: simplification by 1-ray fading for cells outside of the strongest 14 cells†)

	UE speeds of interest
	3 km/h

	Number of UE antennas
	TX: 1 / RX: 2

	UE power class
	23 dBm (200 mW)

	UE antenna gain
	0 dBi

	Traffic model
	Full buffer

	Scheduling algorithm
	UL: Round robin with frequency domain multiplexing among UEs served by the cell
DL: Round robin with full bandwidth allocation

	Receiver type
	UL: MMSE in frequency domain, MRC over antennas
DL: MMSE

	UL power control
	Open loop with fractional path loss compensation
(PO=-80dBm, alpha=0.8)

	HARQ scheme
	HARQ-IR, up to 3 re-transmission

	Link adaptation
	UL: SINR estimation with 4ms delay, 5ms SRS period
DL: CQI/PMI/RI reports with every subframe

	PDCCH reception
	Ideal

	Channel estimation
	Ideal

	Number of resource blocks for PUCCH
	6

	Number of symbols for PDCCH
	3

	Link to system mapping
	EESM
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