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1. Introduction

In Rel-8, PMI and CQI reporting have been deemed as the recommended precoding and associated post-precoding MCS from UEs assuming SU transmission. If we view PMI as an approximation of the dominant eigenvector(s), MU-MIMO could be supported even only this partial subspace information is available.
Potential enhancement to improve the spatial information at eNB, as opposed to PMI, mainly resides in two areas: i) improved accuracy of the dominant subspace information and ii) additional dimensionality of the subspace information (e.g., spatial covariance matrix contains full subspace information, along with their relative significance from the associated eigenvalues). 
In this contribution, we study the effect of subspace feedback accuracy by evaluating the post-precoding throughput in a single-cell MU scenario. 
2. Explicit or Implicit Spatial Information Feedback? 
From the various feedback content and techniques captured in the current TR36.814 [1] and recent contributions [4][10]

 REF _Ref233502511 \r \h 
[11]

 REF _Ref233502515 \r \h 
[12][13], we can notice that many proposal are trying to extend Rel-8 PMI feedback in recognition of the following observations:

1. Signal subspace as quantized by PMI is often not adequate for dealing with multi-user/multi-link beamforming where signal and null subspace, as well as their relative significance (i.e., associated eigenvalues), become very important.  Some examples are:
· Augmenting Rel-8 PMI feedback with auxiliary feedback (e.g., “black” or “white” PMI list [2]). 

· Feeding back dominant subspaces, instead of just the strongest one, for example, extending rank-1 approximation (i.e., the first principal component only) to rank-2 or above. The two or more eigenvectors can be fed back jointly as in Rel-8 or separately according to a rank-1 codebook such as the Rel-8 one.

· Improving the quantization accuracy of subspace  with larger codebook

· Improving the quantization accuracy of subspace with codebook adaptation: Hybrid of Covariance and PMI. Transformed codebooks (by a long term covariance matrix) are proposed to improve MU performance [11]

 REF _Ref233502515 \r \h 
[12]. 

2. The spatial channel evolves gradually in time and/or frequency, a fact that can be exploited to further reduce the feedback overhead, even though also applicable to non-PMI feedback. Some examples are:
· Differential Codebook - a procedure to progressively improve the quantization of the vector subspace, given the refinement is constrained as the subspace orthogonal to what is fed back previously [3]. It could require periodic feedback setup and a certain minimum setup time to achieve gains. Narrowband feedback requires some form of subband selection to reduce total overhead.

· Multiple Description Coding - also employs the concept to refine the quantization in a progressive manner. The difference to differential codebook is that each feedback by itself is a snapshot of the “full” spatial information, instead of limiting to only the orthogonal subspace, thereby incrementally improving the codebook quantization over time. 

Even though PMI has been considered as a UE recommendation of the actual beamforming weights that the eNB should use (assuming of course, that the SU mode and also the rank recommendation is also adopted by eNB), PMI can be deemed as a kind of low-rank approximation/compression of the covariance matrix as R=v*v^H, where “v” is the beamforming matrix/vector as represented by the PMI. 
The difference between the so-called “explicit” and “implicit” feedback is that the latter assumes a certain transmission mode, often like single-user transmission and a particular rank. But once implicit feedback starts to reduce the applicability dependency on a transmission mode assumption, or at least be modified to be used for both SU and MU, the difference between explicit and implicit spatial information feedback is immaterial because they can be captured as different ways of compressing the spatial channel information.

3. Spatial Feedback Accuracy and Performance Results 
The following types of spatial feedback are considered in the study:
· Ideal covariance feedback – Wideband or Narrowband (R) that contains full subspace information. This is used as a benchmark since all the subspace information is provided to the eNB.
· Principal eigen vector feedback (PEV) – An upper-bound of codebook based vector quantization that may be approached with increasing codebook size. Comparison with covariance feedback will also show the effect of subspace dimensionality given that PEV provides a rank-1 approximation of covariance matrix.  
· Codebook based PMI derived based on best approximation of PEV – both 4-bit Rel-8 codebook and a size 64+16 codebook (a 6-bit Grassmanian codebook to augment 4-bit codebook to ensure best performance in both correlated and uncorrelated channel condition).  
The MU precoding algorithm based on different feedback is basically the max-SLNR solution (see appendix), which is also shown to be the same as the ZFBF algorithm. Different feedbacks are treated as different approximation of the covariance matrix that the feedback is trying to approach. Further details of simulated modes are summarized below.

	Simulated Mode
	Feedback and MU precoding processing

	“SLNR R”
	Transmit precoding based on ideal spatial covariance feedback and max-SLNR (pre-BF received SINR is also needed in max-SLNR solution and it is assumed known)

	PEV
	Transmit max-SLNR precoding based on ideal rank-1 approximation to spatial covariance with PEV (pre-BF received SINR is also needed in max-SLNR solution and it is assumed known as trace(R)/Io
)

	PMI 4/6 bit
	Zero forcing BF with 4/6 bit PMI (selection process is based on highest correlation, i.e., best approximation, to the strongest eigenvector

Two codebook simulated are 1) 4 bit codebook of Release-8 and 2) a 6 bit Grassmanian codebook in addition to a release-8 codebook (i.e., 64+16) to ensure best performance in both correlated and uncorrelated channels. 

Pre-BF received SINR is also needed in ZFBF solution and it is assumed known as above from trace(R)/Io

	Rel.8 CRS-based MU
	Transmit Precoding is limited to PMI as in Release 8 (for reference only given DRS does not pose that constraint)


In practice, there are two types of feedback information required by a scheduler:

· Spatial information feedback for SU/MU precoding matrix computation

· Channel quality related information (e.g., pre-processing or post-processing CQI or SINR,) for determining 

· SU/MU mode 

· User paring/grouping in case of MU 

· MCS for each link  (see [7])

It should be noted that both types of information, as well as their transport mechanism, affect the overall effectiveness/optimality of scheduler decisions, which also heavily depends on the scheduler behavior and algorithm. In general, we can model all feedback elements in a system simulation to evaluate whether a particular type of spatial information feedback, in combination with channel quality information, gives the best performance (see for example [7]). However, it will be helpful if we can decouple the spatial information and CQI in the evaluation of accuracy needed in spatial information. By assuming ideal CQI and use a simplified, random UE pairing scheduler, it is possible to compare different spatial information feedback by focusing on “precoding quality degradation” as opposed to ideal spatial information. 
Simulation parameters and modeling assumptions are provided in the table below. We assume two-UE MU operation with rank-1 per UE. Random pairing is also assumed, even though it is understood that the optimality of pairing decision also depends on channel quality information feedback and how eNB predicts the post-MU performance (for determining the best pairing) and MCS for individual link once the decision is made [7].
	Parameter
	Value

	Channel Model
	ITU Urban Micro 

	Antenna Configurations
	4-Tx eNB: ULA, 0.5 lambda; 2-Rx UE: ULA, 0.5 lambda

4-Tx eNB: XPOL, 4 lambda; 2-Rx UE: ULA, 0.5 lambda



	Duplex method 
	FDD

	Scheduler
	Scheduling granularity of one subframe (dynamic on a subframe basis)

	Link adaptation
	Ideal CQI (post-MU CQI known at eNB for MCS determination)

	Channel estimation
	Ideal channel estimation 



	Feedback Impairments
	Wideband Feedback

Reporting period: 4 ms ;

Delay: 3 ms

	Rate Metric
	Goodput based on MCS in Release 8

	Overhead
	Control channel of 3 symbols; 

RS for 4 CRS as in Release 8; 

Same overhead for all transmission modes.

Reduction in RS overhead for LTE-A/MBSFN subframes due to DRS on a maximum of two ports not included in performance gain.

	Number of users
	Two users dropped in the cell. Forced to same SNR

	Receiver Assumption at the UE
	MRC, MMSE


Table 1. Simulation Assumptions
Sum goodput (corresponding to 10% FER and the LTE Release-8 MCS) of the two users based on post-processing receive SNRs is plotted in the results below in bps/Hz, against user SNR in dB for the following two cases:
i) ULA configuration and wideband feedback with same precoding and pairing across the whole band.
ii) Cross-polarization antenna configuration and narrowband feedback with frequency selective precoding and pairing. Feedback is on a set of 6 contiguous RBs.
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Figure 1 – 4 TX, 2 RX ULA, MRC Receiver
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Figure 2 - 4 TX, 2 RX, ULA, MMSE Receiver
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Figure 3 - 4 TX, 2 RX, 4 Lambda, 2 cross pole configuration, MRC Receiver 
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Figure 4 – 4 TX, 2 RX, 4 lambda, 2 cross pole configuration, MMSE Receiver
We can observe from the above plots that:
· In general, a rank-1 approximation of R based on principal Eigen vector shows decent performance compared to the full subspace information in R, particularly in the case of total two-stream MU-MIMO (rank 1 to each UE) and with MMSE UE receiver. In MU-MIMO with >2 total streams, not only MMSE receiver cannot help to cancel interference at 2-Rx UEs, but also more subspace information (rather than rank-1) will be needed.
· Codebook based compression of dominant Eigen-space information with PMI shows significant degradation, compared to unquantized PEV, based on codebooks up to 6 bit quantization studied here. In [5] where element quantization was evaluated which showed that 4 bit quantization per real entry incurs almost no loss. That means a total of 24 bits could be sufficient for element-wise strongest eigenvector feedback. Vector quantization according to a codebook could be more efficient, but it seems that 6-bit is not enough. Much larger codebook will increase the UE search complexity significantly.
· With MRC receivers, performance degradation with 6 bit quantization is ~40% compared to ideal unquantized feedback. With MMSE receivers, the degradation is reduced to 20-25%. With the Release-9 DRS design, advanced IRC type receivers can approach MMSE performance for rank-2 MU.
It is shown in [4] that MU-MIMO with >2 total streams can have sizable additional gain, in which case not only MMSE receiver cannot help to cancel interference for 2-Rx UEs, but also more subspace information (rather than rank-1) will be needed. Spatial covariance feedback captures full subspace information and can also be effectively encoded and quantized as studied in a companion contribution [5]. It is noted in [4] that PMI based approaches and their extensions may show little or no improvement with higher order MU-MIMO. 
4. Conclusion

Potential extensions of Rel-8 PMI feedback can be viewed as improving subspace information accuracy to better support MU-MIMO.  For rank-1 transmission to each UE with two-user MU, unquantized dominant Eigen-space information is found to realize most of the gains that are achievable with full subspace information, at least in the case of total two-stream MU-MIMO (rank 1 to each UE) and with MMSE UE receiver. However, 6 bit codebooks still show a significant gap to this performance. It is also shown in [4] that MU-MIMO with >2 total stream can have sizable additional gain, in which case not only MMSE receiver cannot help to cancel interference at 2-Rx UEs, but also more subspace information (rather than rank-1) will be needed. Further practical approaches to compressing full subspace information in spatial covariance feedback are presented in another contribution [5].
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6. Appendix: max-SLNR and ZFBF MU precoding 

Covariance-based MU-MIMO: Modified max-SLNR (i.e., regularized ZFBF)
For a hypothetical user pair (UE-i, UE-j), we obtain the precoding matrices using SLNR criterion as, 
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Since the above beamforming strategy does not take into account receiver combining gain, a slightly modified version of the above SLNR approach can be used to further improve performance, as outlined below. It is based on updating SLNR criterion based on post combining leakage noise, and requires no additional feedback information (i.e., pure eNB implementation choice). The modification is describe below.

With two user MU, the received signal at UE 
[image: image6.wmf]i

can be written as (with a hypothesis of precoding),
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Assuming, the receiver then applies normalized MRC weights, we have
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and the modified SLNR can then be obtained as 
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The iterative algorithm is described below to obtain precoders based on modified SLNR. Note that the receiver assumption is based on baseline MRC and works well for both MRC/MMSE receivers. Ofcourse, further improvements based on more detailed assumptions on UE implementation can be explored, but it must be kept in mind that eNB implementation could prefer a single robust approach. Fortunately we have found, this simple enhancement is sufficient for both MRC and MMSE receivers.
Initialization: 
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At iteration k (=1, 2..) :
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We have found that a couple of iterations are sufficient.

Zero Forcing Beamforming (ZFBF)

Note that ZFBF is originally based on channel matrix CSI, but can be extended if only an approximation of the CSI such as PMI is available (i.e., by assuming PMI is an approximation of the channel). In this case, PMI-based ZFBF is:
i) Set  
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ii) Obtain precoding vectors using ZFBF with regularization 
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iii) Normalize to unit transmit power 

Further, we will show that SLNR and Zero-forcing solutions are equivalent under most cases.

On a flat fading channel, a regularized ZFBF based on CSI can be shown to give the same solution, up to a scaling factor, as given by the SLNR approach:
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where we use matrix inversion lemma and note that
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. A similar result is also obtained by applying a constrained MMSE transmit filter. SLNR solution is also shown to result from a zero cross-interference criterion after receive processing [15] .

In addition, with rank-1 feedback, zero-forcing can be performed by replacing 
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which allows different scaling for each channel based on SNR -
[image: image19.wmf]i
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 is proportional to inverse of pre-processing SINR and performs the role of SNR dependent regularization. It may be approximated based on SU-CQI or explicitly feedback as 
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Similarly, SLNR based precoding can be applied by replacing 
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Under the constraint of rank-1 feedback (considered in the results here), both zero-forcing and SLNR yield the same solution within a scaling factor, similar to the previous result above and hence the same performance. 
� In our results, we noted that using either largest Eigen-value or trace(R) results in negligible difference.
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