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1 Introduction
MU-MIMO with non-codebook based precoding and DM-RS is a key feature of LTE-Advanced to improve system capacity as observed during the self-evaluations for ITU submissions. It enables the use of more advanced transmit filtering at the eNB and more advanced feedback mechanisms at the UE side. It significantly departs from the Rel. 8 codebook based precoding approach using CRS. While the exact eNB transmit filter design may be an implementation issue, an appropriate feedback mechanism has to be specified in order to fully benefit from the use of non-codebook based precoding.

The following was observed in the chairman’s notes of Jeju (#59) meeting: 

“Techniques based on Rel-8 CQI/PMI feedback extension to focus on and try to narrow down:

· PMI extensions:

· Multiple PMIs, e.g. addition of best companion, worst companion

· Feedback to accompany PMI e.g. long-term tx covariance

· Codebook enhancements:

· Adaptive / downloadable, based on e.g. antenna configuration, propagation environment

· differential codebook structures

· SRS-based enhancements

· CQI: modified CQI definitions (as addition to Rel-8 definition)

“.

In this contribution, we address the pros and cons of codebook enhancements techniques based on various differential codebook structures. We compare qualitatively various proposals from different companies and provide simulation results to justify the benefits of codebook-based feedback enhancements for Rel. 8 PMI feedback based on the proposed differential codebook structure.
2 Proposed differential codebook structure
The differential codebooks exploit the time/frequency correlation of the channel to enable successive refinement of the quantization. It relies on the fact that CL MIMO/CoMP typically works at low speed, where time correlation between two feedback instants is large. This enables refinements of the channel estimates at the transmitter as time goes by. The same approach can also be used in the frequency domain and is sometimes preferred in order to avoid possible error propagation.

The proposed differential feedback procedure in the time domain can be described as follows
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some function that takes matrix A and B as inputs. The UE selects the best codeword 
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· At time Tmax+1, the process is reset and 
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Hence the eNB and the UE have knowledge of two codebooks: the codebook used at time 
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Two approaches can be considered to design 
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1. Rotation-based differential codebook: the function  
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. The differential codebook made of codewords 
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is predefined for all ranks as the rotation is applied to left side of the channel state information 
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2. Transformation-based differential codebook: 
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 is a unitary nt x nt rotation matrix computed from the previously updated short-term channel information 
[image: image27.wmf]1

t

-

F

 and a basis for the differential codebook 
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; nt is the number of transmit antennas. The dimension of the codeword 
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 in the differential codebook is nt x r, where r is the rank indicator.
3 Comparisons of differential feedback proposals
It is well known that the benefits of MU-MIMO highly relies on an accurate channel knowledge at the transmitter. Contrary to SU-MIMO, limited feedback in MU-MIMO considerably limits the spatial multiplexing gain by inducing a ceiling effect due to the quantization error. In other words, as SNR increases, MU-MIMO becomes interference limited due to the intra cell interference induced by the quantization error. 


MU-MIMO is very sensitive to the quantization error and to the codebook design. Moreover an appropriate codebook design significantly depends on the channel statistics. This calls for the use of flexible and adaptable feedback schemes (that would change depending on the user spatial correlation, deployment scenarios, environments, etc) when MU-MIMO with limited feedback is performed. Up to now, Rel. 8 assumes that a single and fixed codebook is stored at the UE and the eNB.
The following proposals have been submitted during the last few meetings with the same objective of adapting the CSI feedback to improve its accuracies and to support SU/MU-MIMO in a wide range of scenarios: 
· Multiple description coding – MDC (Qualcomm [1,2])
· Rotation-based differential codebook 

· Transformation-based differential codebook
· Multilevel coding – MLC (Philips [3,4])

· Partitioning-based multi-resolution codebook (NEC [5])

· Unitary rotation-based multi-resolution codebook (NEC [5])
In the following tables we compare qualitatively those 6 proposals in terms of principle, feedback information, refinement capability, codeword distribution on Grassmanian manifold, complexity of PMI/CQI calculation, memory requirements and number of codebooks, eNB rank overriding, adaptation to time correlation, to frequency correlation and to spatial channel statistics, combination with adaptive codebooks, feedback overhead, self contained property, error propagation, impact on codebook subset restriction, link adaptation and impact on testing.
	　
	Multiple description coding  MDC
	Rotation-based differential codebook
	Transformation-based differential codebook

	Objective
	provide successive refinement in time/frequency correlated channels

	Principle
	Successive quantization using multiple codebooks having same statistical properties. Combination of multiple reports at the eNB.
	Quantize and feedback only the variation in the channel, since typically quantizing the channel variation requires a smaller codebook than quantizing the channel itself.

	
	
	Differential rotation of the previous CSI using one differential unitary rotation codebook
	differential transformation of the previous CSI based on a  rank dependent spherical cap codebook

	Feedback information
	* eigenvectors based explicit (apply to each eigenvector independently)
* could be applied to implicit feedback ?
	* implicit
* explicit (apply to each eigenvector independently)
	* implicit
* explicit (apply to each eigenvector independently)

	Feedback method
	codebook

	Refinement capability
	successive refinement not guaranteed. Assuming 4 bit for 1st PMI and 4bit for 2nd PMI, the quantization error after combining 2 PMI is strictly larger than the one of a 8bit codebook.
	Successive refinements guaranteed if codebook well designed. Assuming 4 bit for 1st PMI and 4bit for differential PMI, the quantization error after differential feedback is targeted to be of the same order of magnitude as the one of a 8bit codebook

	codeword distribution on Grassmanian manifold
	Codewords NOT uniformly distributed
	Codewords NOT uniformly distributed
	Codewords uniformly distributed

	Complexity of PMI/CQI calculation 
	 Complexity proportional to the codebook size

	
	PMI and CQI operation the same as in Rel. 8. No increased complexity.
	* Additional calculations required to compute the multiplication of PMI with the rotation matrix
* nt x nt multiplication required for each PMI
	 * Additional calculations required to compute the transformation
* operation is rank dependent
* works on a reduced space proportional to the rank. 

	Memory requirements and number of codebooks
	* N codebooks to store with N the number of reports to combine
	* A single differential codebook made of nt x nt matrices to store
* In implicit feedback, the differential codebook is the same for all ranks
	* r codebooks to store with r the number of ranks made of nt x r matrices (for implicit feedback)

	eNB rank overriding
	Mainly targeting explicit feedback
	Rank feedback is typically 20 ms. A typical reset period for differential codebook is 20-30 ms. Hence no need to adapt the rank during the differential transmissions.

	
	
	Rank changes only after reset
	Rank can be changed at anytime

	Adaptation to time correlation (time domain differential)
	Combining at the eNB assuming a typical speed of e.g. 3km/h. Combining can be improved if true speed is known at the eNB.
	Differential codebook designed assuming a typical speed of e.g. 3km/h. The differential codebooks could be changed as a function of the speed.
	Spherical cap codebook designed assuming a typical speed of e.g. 3km/h. The spherical cap codebooks could be changed as a function of the speed.

	Adaptation to frequency correlation (frequency domain differential)
	* consider time and frequency varying codebook design
* channel state quantization within a given time instance and a given subband is performed according to a codebook associated with this slot/subband pair.
	Can be re-used in frequency domain differential feedback.

	Codebook design (Adaptation to spatial channel statistics)
	Codebook designed to provide a combining gain in various spatial correlation conditions. Not obvious.
	easily designed to cope with ULA correlated and uncorrelated scenarios
	easily designed to cope with ULA correlated and uncorrelated scenarios

	Feedback overhead
	Feedback overhead is kept constant during all feedback, e.g. 4bit per feedback.
	Feedback overhead is kept constant during first feedback and differential feedback, e.g. 4bit per feedback. The overhead is constant irrespective of the number of refinement steps.

	Self contained property
	Self contained
	Not self contained

	Error propagation for if transmitted on the PUCCH
	time domain:
Prone to error propagation: Without CRC the eNB never knows whether PMI of any codebook has been correctly decoded or not. If PMI feedback error, PMI combining at eNB is impacted. Can rely on energy detection to minimize the impact of error propagation
	time domain:
Prone to error propagation: Without CRC the eNB never knows whether PMI of any codebook has been correctly decoded or not. If PMI feedback error, successive refinement is impacted. Can rely on energy detection to minimize the impact of error propagation.

	
	frequency domain: no error propagation if joint PMI/differential PMIencoding

	Error propagation if transmitted on the PUSCH
	CRC check. No error propagation. If an error occurs, use the last correctly decoded PMI or request a retransmission.

	impact on codebook subset restriction
	* eNB has to indicate the restricted subset for each base codebook.
* another option is to indicate the restricted subset only for Rel. 8 codebook and to rely on the UE that it will not feedback a PMI from another codebook that is too close from a restricted PMI in the Rel. 8 codebook
	indicate the restricted subset only for Rel. 8 codebook and rely on the UE that it will not feedback a differential PMI from the differential codebook that is such that the concatenated PMI is too close from a restricted PMI in the Rel. 8 codebook

	Link adaptation when used with implicit feedback
	Refinement not taken into account in CQI feedback. eNB has to compute the updated CQI after combining PMI
	Refinement taken into account in CQI feedback

	impact on testing
	testing of whether each individual codebook is better than a given threshold. Similar to Rel. 8 testing but has to be repeated for each codebook.
	testing of whether differential codebook has higher performance  than Rel. 8 codebook


	　
	Multilevel coding MLC
	Partitioning-based multi-resolution codebook
	Unitary rotation-based multi-resolution codebook

	Objective
	provide successive refinement in time/frequency correlated channels

	Principle
	Quantize and feedback only the variation in the channel, since typically quantizing the channel variation requires a smaller codebook than quantizing the channel itself.

	
	Linear combination of differential CSI reports using multiple codebooks of different dimensions
	multi-resolution codebook design based on partitioning (similar to hierarchical codebook)
	multi-resolution codebook design based on unitary rotation (same as approach 1 from Samsung)

	Feedback information
	* originally designed for implicit 
* could be applied to explicit 
	* originally designed for implicit 
* could be applied to explicit
	* originally designed for implicit 
* could be applied to explicit

	Feedback method
	codebook

	Refinement capability
	Successive refinements guaranteed if codebook well designed. Assuming 4 bit for 1st PMI and 4bit for differential PMI, the quantization error after differential feedback is targeted to be of the same order of magnitude as the one of a 8bit codebook

	codeword distribution on Grassmanian manifold
	　
	Codewords uniformly distributed
	Codewords NOT uniformly distributed

	Complexity of PMI/CQI calculation 
	 Complexity proportional to the codebook size

	
	Additional calculations required to compute the transformations.
	PMI and CQI calculation similar to Rel. 8. 
	* Additional calculations required to operate the unitary rotation (complexity similar to Samsung unitary approach)
* Nt x Nt multiplication required for each PMI

	Memory requirements and number of codebooks
	N codebooks to store with N the number of refinement steps
	* N codebooks to store with N the number of refinement steps
* In implicit feedback, the codebooks should be defined for all ranks
	* a single differential codebook made of Nt x Nt matrices
* In implicit feedback, the differential codebook is the same for all ranks

	eNB rank overriding
	Rank feedback is typically 20 ms. A typical reset period for differential codebook is 20-30 ms. Hence no need to adapt the rank during the differential transmissions.

	
	　
	　
	Rank changes only after reset

	Adaptation to time correlation (time domain differential)
	Design targeting mainly very static channels.
	Differential codebook designed assuming a typical speed
	Differential codebook designed assuming a typical speed

	Adaptation to frequency correlation (frequency domain differential)
	　
	PMI for center RB and differential PMI for adjacent RBs

	Codebook design (Adaptation to spatial channel statistics)
	All codebooks at all refinements stages should be designed to be robust to various spatial correlation distribution
	Codebooks to be designed to be robust to various spatial correlation distribution
	The differential codebook is easily designed to cope with ULA correlated and uncorrelated scenarios (inclusion of DFT structure)

	Feedback overhead
	Feedback overhead may change depending on the feedback index and additional overhead is required to indicate which codebook to use. A larger number of refinement steps leads to a larger overhead.
	Feedback overhead is kept constant during first feedback and differential feedback, e.g. 4bit per feedback. The overhead is constant irrespective of the number of refinement steps.

	Self contained property
	Not self contained

	Error propagation for if transmitted on the PUCCH
	time domain:
Prone to error propagation: Without CRC the eNB never knows whether PMI of any codebook has been correctly decoded or not. If PMI feedback error, successive refinement is impacted. Can rely on energy detection to minimize the impact of error propagation

	
	frequency domain:no error propagation if joint PMI/differential PMIencoding

	Error propagation if transmitted on the PUSCH
	CRC check. No error propagation. If an error occurs, use the last correctly decoded PMI or request a retransmission.

	impact on codebook subset restriction
	indicate the restricted subset only for Rel. 8 codebook and rely on the UE that it will not feedback a differential PMI from the differnetial codebook that is such that the cocnatenated PMI is too close from a restricted PMI in the Rel. 8 codebook

	Link adaptation when used with implicit feedback
	Refinement taken into account in CQI feedback

	impact on testing
	testing of whether differential codebook has higher performance than Rel. 8 codebook


Those refinement techniques can be classified into 2 categories, i.e. multiple description coding and differential codebooks. Differential codebooks are made of the following proposals: Rotation-based differential codebook, Transformation-based differential codebook, Multilevel coding MLC, Partitioning-based multi-resolution codebook, Unitary rotation-based multi-resolution codebook. Even though differential codebooks approaches have all their own specificities regarding the codebook design, they have in common to quantize and feedback only the variation in the channel contrary to MDC approach which combines different observations of the channel. 
In summary, the differential codebook
· assume some UE mobility at the time of codebook design while MDC assumes some UE mobility when combining multiple report at the eNB.
· quantize and feedback only the variation in the channel while MDC combines different observations of the channel. This implies that
· Successive refinements are guaranteed with differential codebooks if codebook is well designed while there is no guarantee to observe successive refinements with MDC.
· Differential codebooks enable to take into account the successive refinement in the CQI feedback while MDC relies on a CQI feedback that doesn’t include any potential gain of the combiner. 
· feedbacks are not self-contained in order to guarantee some successive refinement and performance improvements. MDC is self-contained with the potential drawbacks of not providing enough refinement.
· is prone to error propagation similarly to MDC and both approaches may rely on energy detection to minimize the effects of error propagation. 
4 Performance Evaluation of the proposed differential codebooks
Simulations assumptions are detailed in table 1. We perform ZFBF-based MU-MIMO based on implicit feedback using LTE rank 1 CQI calculation. Performance is in correlated channels (0.5 lambda spacing and 8 degrees angle spread), uncorrelated channels (4 lambda spacing and 15 degrees angle spread) with various feedback strategies (perfect CSI, adaptive codebooks [6], Rel. 8 4bit codebook, differential codebook). The UE feeds back a single rank-1 PMI chosen from e.g. LTE codebook. In the case of perfect CSI feedback, this PMI is not quantized by LTE codebook but corresponds to the dominant eigenvector of the subband covariance matrix.
Correlated channels
	ZFBF MU-MIMO
	Average cell spectral efficiency (bits/s/Hz)
	5% cell edge spectral efficiency (bits/s/Hz)

	Perfect CSI with LTE CQI
	3.9996 (26.6%)
	0.1119 (9%)

	LTE codebook with LTE CQI
	3.1606
	0.1026

	6-bit codebook with LTE CQI
	3.5825 (13.3%)
	0.1034 (0.8%)

	Adaptive codebook with LTE CQI
	3.8327 (21.3%)
	0.1111 (8.3%)

	Transformation-based differential codebook with LTE CQI
	3.4812 (10.1%)
	0.1029 (0.3%)


* between brackets we indicate the relative gain w.r.t to LTE codebook with LTE CQI
Uncorrelated channels
	ZFBF MU-MIMO with MAX 4 LAYERS
	Average cell spectral efficiency (bits/s/Hz)
	5% cell edge spectral efficiency (bits/s/Hz)

	Perfect CSI with LTE CQI
	2.6552 (45.6%)
	0.081 (22.8%)

	LTE codebook with LTE CQI
	1.8239
	0.066

	Adaptive codebook with LTE CQI (feedback every 480 ms)
	1.8614 (2.1%)
	0.0671 (1.7%)

	Transformation-based differential codebook with LTE CQI
	2.1162 (16%)
	0.0749 (13.5%)

	Transformation-based differential codebook with Unitary Precoding CQI [6]
	2.309 (26.6%)
	0.0772 (17%)


	ZFBF MU-MIMO with MAX 2 LAYERS
	Average cell spectral efficiency (bits/s/Hz)
	5% cell edge spectral efficiency (bits/s/Hz)

	Perfect CSI with LTE CQI with 2 layers
	2.9028 (25.5%)
	0.099 (25.3%)

	LTE codebook with LTE CQI with 2 layers
	2.3138
	0.079

	Transformation-based differential codebook with LTE CQI with 2 layers
	2.5695 (11.1%)
	0.0918 (16.2%)


	CL SU-MIMO
	Average cell spectral efficiency (bits/s/Hz)
	5% cell edge spectral efficiency (bits/s/Hz)

	Perfect CSI 
	2.6933 (8.2%)
	0.0818 (10%)

	LTE codebook 
	2.4901
	0.0744

	Transformation-based differential codebook
	2.5792 (3.6%)
	0.0818 (10%)


	Parameter
	Value

	General
	Parameters and assumptions not explicitly stated here according to 3GPP specifications

	Duplex method
	FDD

	Bandwidth
	10 MHz

	Network synchronization
	Synchronized

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Users per sector
	10

	Handover margin
	1dB

	Downlink transmission scheme
	4x2 MU-MIMO ZFBF with rank adaptation with 1 layer per UE

	Downlink scheduler
	Proportional Fair scheduling in the frequency and time domain

	Downlink link adaptation

	CQI and PMI 5ms feedback period

	
	1 PMI and 1 CQI feedback per subband (=4 consecutive RBs)

	
	6ms delay total (measurement in subframe n is used in subframe n+6)

	
	CQI measurement error: None

	
	PMI feedback error: 0% 

	
	MCSs based on LTE transport formats [36.213]

	
	Unquantized CQI

	codebook

　
	Rel. 8 4 bit

	
	Adaptive codebook applied to rank-1 Rel. 8 codebook (unquantized feedback of long term correlation matrix every 480 ms)

	Allocation
	localized

	Total number of RB in one subframe
	52

	scheduling unit
	1 subband=4 consecutive RBs

	Downlink HARQ
	Maximum 3 re-transmissions,

	
	Chase combining, non-adaptive, synchronous.

	
	no error on ACK/NACK

	
	8 ms delay between re-transmissions

	Downlink receiver type
	MMSE based on DM RS of serving cell and DM-RS of the 8 dominant interferers

	Data Channel Estimation
	Perfect channel estimation on CSI RS and DM RS

	PAPR
	No constraint on per-antenna power imbalance 

	Antenna configuration
	Vertically polarized antennas

	
	0.5 wavelength separation at UE

	
	Correlated channel: 0.5 wavelength separation  at basestation (uniform linear array)

Uncorrelated channel: 4 wavelength separation  at basestation (uniform linear array)

	
	ideal antenna calibration

	Control Channel overhead, Acknowledgements etc.
	LTE: L=3 symbols for DL CCHs

	
	Overhead of DM RS: RANK 1,2: 12 REs/RB/subframe

	
	Overhead of CSI RS: 4 sets of CSI RS every 5 ms and 2RE/port/RB (This is, 4 Tx antenna case, 8 REs/RB per 5ms)

	
	Overhead of 2-ports CRS

	BS antenna downtilt
	Case 1 3GPP 3D: 15 deg

	Feeder loss
	0dB

	Channel model
	SCM urban macro high spread for 3GPP case 1, 3km/h

	
	Correlated channel: 8 degrees angle spread

Uncorrelated channel: 15 degrees angle spread

	Link error prediction technique
	MIESM (RBIR)

	Intercell interference modeling
	rank 4 transmission in interfering cells for MU-MIMO
rank 1 transmission in interfering cells for SU-MIMO

	
	CQI calculated based on MMSE receiver assuming identity covariance matrix for the interferers


Table 1. System Level Simulation assumptions
5 Conclusions
This contribution compares several differential techniques proposed to adapt the CSI feedback to support SU/MU-MIMO in a wide range of scenarios. The proposed differential codebook structure is found to be an appropriate candidate to significantly improve the performance of Rel. 10 SU-MIMO and MU-MIMO compared to Rel. 8 while keeping the same feedback overhead as Rel. 8 and a reasonable complexity. The proposed differential codebook is shown to provide gain in both correlated and uncorrelated channels. Gains of about 15% in cell edge and cell average are observed in MU-MIMO and 10% at the cell edge in SU-MIMO.
Based on qualitative discussions, it was observed that a differential codebook

· assume some UE mobility at the time of codebook design while multiple description coding MDC assumes some UE mobility when combining multiple report at the eNB.
· quantize and feedback only the variation in the channel while MDC combines different observations of the channel. This implies that
· Successive refinements are guaranteed with differential codebooks if codebook is well designed while there is no guarantee to observe successive refinements with MDC.
· Differential codebooks enable to take into account the successive refinement in the CQI feedback while MDC relies on a CQI feedback that doesn’t include any potential gain of the combiner. 
· feedbacks are not self-contained in order to guarantee some successive refinement and performance improvements. MDC is self-contained with the potential drawbacks of not providing enough refinement.
· is prone to error propagation similarly to MDC and both approaches may rely on energy detection to minimize the effects of error propagation. 
Quantitative analysis is required to fully assess the performance benefits of MDC versus differential codebook approaches 
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