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1 Introduction

Non-contiguous Resource Allocation (RA) will be supported in Rel.10 because it was shown to provide ~12%-15% gain (10 MHz BW) in average cell throughput [1-4], although this was under some highly favorable assumptions. Despite some largely theoretical results also showing cell-edge throughput gains [3], such gains are unlikely to be observed in practice for several reasons, including the typically small SRS transmission BW from UEs with small SINR and the total overhead of maximum SRS BW required to support scheduling of tens of UEs over the entire BW.  
This contribution expands on prior throughput results for non-contiguous Resource Allocation (RA) as a function of the number of clusters [5] by incorporating the SINR (CQI) estimation error based on SRS transmission. The remaining simulation assumptions remain as in [5].

2 Performance Aspects for Non-Contiguous RA
2.1 Localized Scheduling
The gains in average cell throughput and average cell-edge UE throughput with non-contiguous RA over Single-Carrier (SC) transmissions are evaluated for Case 1 (ISD = 500m - non-power limited setup), and Case 3 (ISD = 1732m - power limited setup) [6]. The simulation assumptions are included in the Appendix. Some aspects include:

a) System BW of 10 MHz and use of RBG-type RA with each RBG consisting of 3 RBs (as in LTE DL).
b) 10% from each BW edge is allocated to PUCCH and is not available for PUSCH ( the middle 40 RBs are available for PUSCH scheduling. This is an optimistic assumption for non-contiguous RA as RBs allocated to SPS UEs (e.g. VoIP) or Rel.8 UEs are not considered.
c) SINR estimation: Ideal (optimistic for non-contiguous RA) and modeled [7]. The BW over which an SINR estimate is available depends on the UE SINR. SRS Configuration 2 [8] is assumed with:

a. SRS Setup 1:

i. BW of 40 RBs for SINR > 5 dB, 

ii. BW of 20 RBs for 5 dB > SINRs > 0 dB, and 
iii. 4 RBs otherwise
b. SRS Setup 2:

i. BW of 40 RBs for SINR > 10 dB, 

ii. BW of 20 RBs for 10 dB > SINRs > 5 dB, and 
iii. 4 RBs otherwise
The tradeoff between SRS Setup 1 and SRS Setup 2 is that the former allows Frequency Domain Scheduling (FDS) for more UEs but with less accurate SINR estimates. No SRS overhead/capacity issues were considered (optimistic for non-contiguous RA). Actual SRS transmission was not modeled; instead a fresh SINR estimate was assumed available (at the respective BW part depending on the UE SINR) every 4 msec.
d) Ideal channel estimation (CE) for the SINR to BLER mapping (SINR to BLER curves for different MCS were just re-used from Rel.8 UL) - optimistic for non-contiguous RA.  
e) 1x2 SIMO, again representing the best case scenario (except for 1x1 SISO) for non-contiguous RA. 
For SRS Setup 1, the average cell throughput is given in Table 1A for ideal SINR estimation and Table 1B for modeled SINR estimation. No difference was observed for cell edge throughput, as expected.
Table 1A: Average Cell Throughput versus Number of Clusters – Ideal SINR with Setup 1
	
	1 Cluster (SC-FDMA)
	2 Clusters
	3 Clusters
	4 Clusters
	Gain from    2 Clusters
	Gain from    3 Clusters
	Gain from    4 Clusters

	Case 1
	6.90 Mbps
	7.60 Mbps
	7.64 Mbps
	7.65 Mbps
	10.1%
	10.7%
	10.9%

	Case 3
	6.72 Mbps
	7.40 Mbps
	7.41 Mbps
	7.42 Mbps
	10.0%
	10.3%
	10.4%


Table 1B: Average Cell Throughput versus Number of Clusters – Modeled SINR with Setup 1
	
	1 Cluster (SC-FDMA)
	2 Clusters
	3 Clusters
	4 Clusters
	Gain from    2 Clusters
	Gain from    3 Clusters
	Gain from    4 Clusters

	Case 1
	6.07 Mbps
	6.40 Mbps
	6.19 Mbps
	6.05 Mbps
	5.4%
	2.0%
	-0.4%

	Case 3
	5.71 Mbps
	5.89 Mbps
	5.76 Mbps
	5.64 Mbps
	3.2%
	0.8%
	-1.2%


From the results in Table 1A, Table 1B and previously reported results [1-4], the following are observed:

a) With ideal SINR estimation, the gain in average cell throughput from >2 clusters is less that 1%. This is partly because only a subset of UEs has SRS BW over the entire PUSCH BW (e.g. UEs with SINR < 0 dB are always allocated 1 cluster) and because, in most cases for the remaining UEs, scheduling over 2 clusters suffices.  
b) With modeled SINR estimation, the gain in average cell throughout from FDS is drastically reduced and the gain from >2 clusters over SC is practically eliminated. This is because SINR estimation can be highly inaccurate (SRS SINR per RB can be very low leading to estimation errors with large mean and variance) and increasing the FDS granularity can even become detrimental. Even larger reductions in cell throughput due to SRS SINR inaccuracies were observed in [9] (albeit for SU-MIMO). 
c) Cell throughput gains from non-contiguous RA will further decrease when any of the following also applies:

a. Actual channel estimation (CE).

b. Existence of Rel.8 UEs and SPS UEs.

c. MIMO UEs and/or more than 2 eNB Rx antennas.

d. More realistic traffic than full buffer, including latency sensitive traffic.
For SRS Setup 2, the average cell throughput is given in Table 2A for ideal SINR estimation and Table 2B for modeled SINR estimation. With ideal SINR estimation, the gains from non-contiguous RA over SRS Setup 1 in Table 1A are reduced as FDS is over smaller BWs for some UEs. With modeled SINR estimation, the average cell throughput from non-contiguous RA is slightly higher compared to SRS Setup 1 in Table 1B as improved SINR estimation offsets the BW reductions for some UEs for FDS. Cell-edge UEs do not have non-contiguous RA (SRS BW of 4 RBs). Also, it should be noted that due to RRC configuration, frequent updates for the SRS parameters are costly and incur delays.
Table 2A: Average Cell Throughput versus Number of Clusters – Ideal SINR with Setup 2
	
	1 Cluster (SC-FDMA)
	2 Clusters
	3 Clusters
	4 Clusters
	Gain from    2 Clusters
	Gain from    3 Clusters
	Gain from    4 Clusters

	Case 1
	6.85 Mbps
	7.50 Mbps
	7.52 Mbps
	7.53 Mbps
	9.5%
	9.8%
	9.8%

	Case 3
	6.65 Mbps
	7.27 Mbps
	7.28 Mbps
	7.29 Mbps
	9.3%
	9.5%
	9.6%


Table 2B: Average Cell Throughput versus Number of Clusters – Modeled SINR with Setup 2
	
	1 Cluster (SC-FDMA)
	2 Clusters
	3 Clusters
	4 Clusters
	Gain from    2 Clusters
	Gain from    3 Clusters
	Gain from    4 Clusters

	Case 1
	6.16 Mbps
	6.54 Mbps
	6.31 Mbps
	6.17 Mbps
	6.1%
	2.4%
	0.2%

	Case 3
	5.85 Mbps
	6.07 Mbps
	5.91 Mbps
	5.83 Mbps
	3.8%
	1.1%
	-0.4%


As a conclusion, although in theory non-contiguous RA can exploit additional FDS gains over SC, SINR estimation errors due to SRS inaccuracy/unavailability have a substantially degrading effect on such gains (even for SC). Moreover, other critical assumptions for the gains with non-contiguous RA have been highly optimistic and other practical issues limiting FDS gains in the UL were not considered. Nevertheless, some average cell throughput gains do exist for 2 clusters and the main benefit of non-contiguous RA to cover BW holes remains.
Conclusion 1: Support of non-contiguous RA in 2 clusters is sufficient (even with ideal SINR estimation).
2.2 Frequency Diversity 
The next issue to be examined is whether Frequency Hopping (FH) support is needed for PUSCH transmissions with non-contiguous RA. This has been already addressed in [2] for ideal CE and SIMO/SFBC where it was shown that, under favorable conditions to non-contiguous RA, the extra diversity gain was limited between 0 dB and 0.15 dB. Any gain will actually be negative once the CM increase and actual CE losses are considered. 

Figure 1 presents the BLER for actual CE for 1 and 2 clusters with QPSK and QAM16 and with SIMO (1Tx/2Rx) and STBC in TU6. Clearly, the need for FH is even smaller in case of SU-MIMO. The RA was 4 RBs which is a favorable setup for the 2 cluster case as larger RB allocations have more inherent frequency diversity which will reduce any frequency diversity gains for non-contiguous RA. It can be observed that there is no performance gain from FH with 2 clusters relative to FH with 1 cluster. Any frequency diversity gain is offset by the CE losses from the dispersion of RS power and the increased edge effects. FH transmission with 2 clusters will actually become even more detrimental once the CM penalty of 0.63 dB for QPSK or 1.20 dB for QAM16 is accounted.
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Figure 1: BLER with FH for 1 Cluster (SC-FDMA) and 2 Clusters.

Conclusion 2: FH support is not needed for PUSCH transmissions with non-contiguous RA. 

3 Conclusions

This contribution considered link and system level performance for PUSCH transmissions with non-contiguous RA within one CC. Analysis and results show that limiting the number of clusters to 2 is sufficient, even for SIMO and other ideal conditions for non-contiguous RA, while FH is actually detrimental. Therefore, the following are proposed:

Proposal 1: Support of non-contiguous RA is for 2 clusters.
Proposal 2: Support of FH is not needed for PUSCH transmissions with non-contiguous RA.
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Appendix
The UE Tx power back-off, relative to SC-FDMA with QPSK modulation was modeled as in Table A.1. The maximum transmission power of SC-FDMA with QPSK was 23 dBm (to account for CM of ~1 dB for SC-FDMA with QPSK).
Table A1: UE Tx Power Back-off Modeling (in dB)
	
	Number of Clusters

	
	1
	2
	3
	4

	QPSK
	0
	0.63
	1.10
	1.35

	QAM16
	0.78
	1.20
	1.50
	1.69

	QAM64
	0.95
	1.34
	1.58
	 1.75


The remaining of the system level simulation parameters are given in Table A.2.

Table A2:  System Level Simulation Parameters for Case 1 and Case 3 from [6]
	Parameter
	Assumption/Value

	System BW
	10 MHz

	Number of UEs
	20

	Maximum Number of

Scheduled UEs/sub-frame
	10

	SIMO Setup
	1x2

	Channel Model
	TU6, 3 Kmph, 2 GHz, Ideal CE

	Target IoT
	Case1: 7 dB, Case3: 5 dB  

	Power Control
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	Cell Layout
	Hexagonal, 19 cells, 3 sectors/cell

	Scheduler, Target BLER
	PF, 10% (full buffer)

	ACK/NAK Delay
	8 sub-frames

	SINR Estimate
	Ideal, Update every 4 msec

	SRS Operation
	Implicitly Modeled

SINR Availability in BW portion depending on PL

	PUCCH Overhead
	10 RBs (20%)
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Figure A1: PDF of SINR measurement error as a function of actual SINR per RB (TU6, 3 Kmph) [7].
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