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1
Introduction

In previous RAN1 meetings, simulation results for UTDOA were presented [1],[2] and [3]. During offline discussions, updated simulation assumptions were discussed for simulating a noisy reference signal (SINRs of 7, 4.9 and 2.2 dB) with variable load conditions.  This contribution provides UTDOA accuracy results using these updated assumptions with a variable load.  The sensitivity degradation resulting from using a noisy reference signal is compared with the expected theoretical degradation.  New physical layer results are presented along with accuracy results followed by concluding remarks.

2
Physical Layer Results

Physical layer detection sensitivity and TDOA RMS error provide input to accuracy simulations.  Annex 1 gives the updated assumptions for the simulations.  Sample SINR sensitivity results are shown in Figure 1 where it is evident that there is a modest degradation relative to using an ideal reference that decreases as the reference SINR increases.  Annex 2 computes the theoretical degradation.  The degradation in Figure 1 agrees with the theoretical results showing only a modest reduction in sensitivity. 
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Figure 1 – Sample detection sensitivity for various reference SINRs (ETU 30 km/hr).

A sample plot of TDOA RMS Error is shown in Figure 2.  This figure shows a slight increase in the RMS error as the SINR decreases.  
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Figure 2 – Sample TDOA RMS error for various reference SINRs (ETU 30 km/hr).

3
Accuracy Results

Accuracy simulations were performed using the above physical layer results and assumptions outlined in Annex 1.  For each test case and fading model the load conditions were varied.   Figure 3 plots case 1 for the EPA model.   The plot shows three curves for low, medium and heavy load conditions using the different reference SINRs.   The impact of increased load and the noisy reference signal on accuracy is shown in the plot.

Figure 4 plots case 1 for the ETU model.  Use of this model results in accuracy that is slightly degraded relative to the EPA model.  

Figures 5 and 6 show the accuracy c.d.f.s for case 2 with the EPA and ETU models respectively.  There is a slight degradation relative to case 1 due to the higher UE speeds.

Figures 7 and 8 show the accuracy c.d.f.s for case 3.  For case 3, the accuracy degrades relative to cases 1 and 2 due to the larger inter-site distances making it more difficult to use far away cooperators.  The figures show that using the ETU model results in slightly worse accuracy than with the EPA model.   
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Figure 3 - Positioning error distribution (case 1 EPA 3 km/hr).
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Figure 4 - Positioning error distribution (case 1 ETU 3 km/hr).
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Figure 5 - Positioning error distribution (case 2 EPA 30 km/hr).
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Figure 6 - Positioning error distribution (case 2 ETU 30 km/hr).
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Figure 7 - Positioning error distribution (case 3 EPA 3 km/hr).
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Figure 8 - Positioning error distribution (case 3 ETU 3 km/hr).

4
Conclusions

Accuracy and detection results have been presented for UTDOA positioning using a noisy reference signal.  Physical layer results were degraded slightly relative to using a noise free reference which corresponded to a modest degradation in accuracy.  Three scenarios were considered for accuracy simulations with high, medium and low loading conditions.  The results show UTDOA to be a viable positioning method for LTE.
Annex 1 -  Simulation Assumptions

Updated assumptions are shown in Table A-1.  Updates were made to the interference model, collision rate and filtering assumptions.

Table A-1 Simulation assumptions for UTDOA multilateration techniques
	Parameter
	Assumption

	Cell layout
	Hexagonal Grid, wrap around

	Inter-Site distance
	500 m, 1732 m

	Antenna gain
	15 dBi (3-sector antenna as defined in TR 36.942)

	Distance-dependent pathloss
	L=128.1+37.6log10(R) (R in km)

	Carrier frequency
	2 GHz

	Penetration loss and UE speed
	Indoor: 20 dB, 3 km/h for 500m and 1732m (Case 1 and 3)

Outdoor: 10 dB, 30 km/h for 500m (Case 2)

(Penetration Loss is Isotropic)

	Carrier bandwidth
	10 MHz

	UE power
	Varied to meet SINR targets specified below

Power Class:  21 dBm

	eNB noise figure
	5 dB

	Lognormal shadowing standard deviation
	8 dB

	Correlation distance of shadowing
	50 m

	Channel model
	ETU , EPA 

 AWGN

	Cyclic prefix
	Normal

	Frequency reuse
	1 

	Resource block allocation
	1 resource block for 100 msec of integration time (e.g. 1 sec @ 10% duty cycle)

	UE height
	2m AGL

	Coherent integration length
	 1ms

	Non coherent segments
	100

	RMS clock synchronization error between LMUs
	50 nsec

	RMS delay spread due to diffuse multipath
	200 nsec

	Interference model
	SINR of 7dB, 4.9dB and 2.2dB at Reference LMU with respective 

IoT of 0dB, 3.5dB and 7dB

	Interference Collision Rate at Cooperating LMU
	0,50, 100%

	Detection window
	12.5 microseconds

	False alarm rate  (noise only)
	0.5 %

	Network synchronization
	Between LMUs

	UE Voice Coverage
	UTDOA is calculated only in points on the grid where UE has voice coverage (UE power is 21dBm or less)

[including penetration loss case]

	Filtering
	Frequency domain filtering is applied both at Reference LMU and Cooperating LMUs


Annex 2 - Sensitivity decrease from a noisy reference signal

This appendix investigates the theoretical degradation in sensitivity resulting from a noisy reference signal.  The SINR at the output of the correlation process is shown in [4] to be related to the SINR at the reference and the SINR at the cooperator through the following relationship:
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where,
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, the SINR is dominated by the noise and interface at the cooperator and the above equation becomes  
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Figure A-1 shows the expected decrease in sensitivity as a function of the cooperator SINR for various reference SINRs.  It is clear that for a low cooperator SINR, the sensitivity degradation flattens and is approximately constant.  The degradation does not rise significantly for the typical case where the cooperator SINR is lower than the reference SINR.   This constant degradation at low cooperator SINR can be computed by considering the limiting case when the reference SINR is finite and significantly greater than the cooperator SINR.  In this limit the above equation becomes
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The above limit is the value intersecting the y-axis on the left hand side of the plot.  Based on the above relationship, it is clear that the sensitivity starts to become significantly degraded for reference SINRs below 0 dB and much less so for higher reference SINRs.  When the actual reference SINR is above 0 dB, a simplification using an infinite reference SINR causes a deviation from the actual sensitivity of less than 3 dB. 
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Figure A-1: Sensitivity decrease vs cooperator SINR.
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