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Introduction
Among the proposed CoMP schemes, Joint Transmission MU-MIMO has the highest potential spectral efficiency gains since signals from the other cooperating cells can be converted from being intercell interference into desired signals, and eNodeBs can simultaneously transmit while mitigating interference (no channelization loss). However, the potential of JT MU-MIMO must be tested under practical feedback considerations.
Feedback scalability between Release-8 Non-CoMP and release 8-CoMP is recommended by many companies. Details of scalability are discussed in [1], [2], and system-level performance example is in [3]. In this contribution, we describe some explicit feedback quantization methods and show their impact on system-level performance in terms of cell-average and cell-edge spectral efficiencies. We also compute the required overhead for each quantization method. We show the limitation of using the householder transformation in generating channel direction matrices under vector quantization.
Explicit Feedback Quantization

In a practical network, multiple types of cooperation may co-exist, where the eNodeBs can decide which cooperation scheme may be used “on-the-fly” based on the feedback of the UE. In addition, the eNodeB may semi-statically switch between Non-CoMP and CoMP transmission modes. With explicit feedback, the UE makes an estimate of the channel without foreknowledge of the specific transmission scheme. Therefore explicit feedback has the advantage of fast flexibility over implicit feedback. This means that the same feedback can be used for CS/CB, DCS/JT. In addition, the UE codebook and its selection process would be the same regardless of the transmission scheme, making it less complex than using implicit feedback which varies with the selected transmission scheme.
A basic example of explicit feedback is the quantization of the channel state information (CSI), where, for each resource element, the multi-cell multi-user channel (e.g. 3-UE, 3-eNodeB) is modelled as:
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The path power can be directly estimated from fading-averaged measurements of the uplink transmission. An indicator of the uplink power-control can be added for accurate estimation of the path power. The CQI will mainly indicate the modulation and coding scheme.

The small-scale fading requires quantization, which may be classified as:
1. Per-channel element scalar quantization (SQ). The advantage of SQ is speed and simplicity, since each channel element may be processed in parallel with the other elements. In addition, the codebook for each element is limited to a few bits which makes processing very fast. Another advantage is that no assumption of antenna correlation is made, which makes it an “all-weather” codebook.
In the simulations, each element is assumed to be Rayleigh flat fading. The codebook of each element is derived through the general Lloyd Algorithm (also known as k-means) clustering to minimize the mean square error (MSE). A grassmanian-like codebook is obtained, such as in Fig. 1 for a circularly-symmetric unit-power Rayleigh fading channel. Note that this is not yet optimal (due to lack of sufficient iterations), and an optimum can be obtained by using sufficient iterations and tolerances or efficient processing using quadratic quantization of multi-dimensional Gaussians [4].
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Fig. 1: Example Codebook elements for each channel element (
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For SQ, the calculation for CoMP (bits / user / band) is as follows:
	Indicator Type
	Number of bits

	Rank Indicator
	2

	CQI indicators
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2. Per-link vector quantization (LinkVQ). Under LinkVQ, each 
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 is quantized independently. The quantization may be on a per-row basis or as a whole to exploit the antenna correlation at the receiver. When the dimension of 
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 is large or there is strong antenna correlation, LinkVQ will show significant performance advantage over SQ. Under 4x2 MIMO transmission and 3GPP spatial channel models, the gains over SQ must be verified..
For LinkVQ, the calculation for CoMP (bits / user / band
) is as follows:
	Indicator Type
	Number of bits

	Rank Indicator
	2

	CQI indicators
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	Channel Vector Indicators
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The precoder matrix indicator (PMI) in LTE-Release 8 is only 4 bits, which accommodates 4 Tx Antennas and at most 4 Rx antennas. The householder transformation was used to generate a codebook whose vectors are unitary and whose codebook is quite isotropic. If CSI estimation and quantization is performed, the channel vectors are not unitary in general, even if the fades may be correlated. Therfore, some decomposition such as eigendecomposition and singular value decomposition is desirable to generate unitary component matrices for the channel direction.
The vectors in release 8 are taken from the vectors of the following householder transformation:
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where 
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 is an arbitrary vector. Since 
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, it can be seen that 
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. This property is not the case for unitary matrices obtained using SVD or eigendecomposition. 
For example, in the case of LTE-Release 8 and 9, 
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, and the 5th precoding matrix for 2-layer transmission is.
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Notice that each column has at least one real positive element. On the other hand, for a random channel realization such as, 
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Clearly the 
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 fail to capture the negative real and imaginary components of 
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, respectively. The positive real constant value constraint of 
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 at these elements limits the possible channel directions since the the imaginary part and the negative real part cannot be modeled. Therefore, the average chordal distance between the codebook and the unitary matrices using SVD or eigendecomposition is not convergent to zero as the codebook size approaches infinity, where chordal distance is defined as.
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Because of its limitation, an extension of the householder transformation for explicit feedback is not recommended for explicit feedback quantization. By generating a codebook by randomly generating channel realizations, and clustering them using the general Lloyd algorithm (also known as k-means algorithm), gains over householder-based vectors are obtained, as shown in Figure 2. Based from these results, in the succeeding, we use the General Lloyd Algorithm for vector quantization in this contribution.
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Figure 2. Mean Chordal Distance of Closest Quantized Vectors to Measured Vectos.

3. Per-UE vector quantization (UEVQ). Under UEVQ, each 
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 is quantized per-row or as a whole. Under UEVQ, the number of bits can be reduced to a minimum for a target MSE of channel estimation. In addition, prior knowledge of a’s or their ratios are not required. However, if a can be estimated through other means, then that advantage of is lost. Since the ratios of the a’s can vary for an entire 30-dB range of operation, 
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 has a large dynamic range, which reduces the accuracy of small-sized codebooks. In such case where a can be estimated, LinkVQ may yield almost the same performance of UEVQ, and UEVQ becomes impractical because of the larger codebook size and processing power required in estimating more channel elements compared to LinkVQ. We do not evaluate UEVQ in this contribution but do not preclude its future evaluation.
For UEVQ, the calculation for CoMP (bits / user / band) is as follows:
	Indicator Type
	Number of bits

	Rank Indicator
	2

	CQI indicators
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Fractional CoMP and Dynamic Clustering

In this contribution, the effect of feedback for fractional CoMP and dynamic clustering of BS cooperation sets are also investigated. Fractional CoMP and agile dynamic clustering of CoMP cooperation sets are discussed in detail in [5] and are summarized here.
Fractional CoMP: CoMP is effective for users when the received signal strengths from cooperating transmission points are in the same order of magnitude (called intracluster cell-edge). However, at other areas, CoMP results in minimal spectral efficiency gain or even loss over Non-CoMP. Furthermore, performing CoMP to all users significantly increases the RAN complexity. To address these problems, a dynamic switching between CoMP and Non-CoMP transmission for each user must be performed (called as Fractional CoMP). In effect, two regions are formed: The cooperation region, where CoMP is performed, and the non-cooperation region, where Non-CoMP is performed. If the switching is performed to maximize small-scale-fading averaged spectral efficiency, fractional CoMP results in higher cell-average and 5% cell-edge spectral efficiency over CoMP-JT and non-CoMP, and the volume of shared CSI and information data is reduced since only part of the users share information. The average feedback per user of Fractional CoMP is reduced as compared to full CoMP.
Agile Dynamic Clustering of CoMP cooperation sets. In static clustering of CoMP cooperating sets, the member transmission points of a CoMP cooperating set are fixed. UEs midway at the edge of the CoMP cluster cell (called intercluster cell-edge) suffer from strong interference from other CoMP Cooperation sets. However, in dynamic clustering of CoMP cooperating sets, the transmission points which induce strongest signals at the UE are selected as members of the CoMP cooperating set. By allowing these “strong” transmission points to cooperate, the interferences from non-member BSs are minimized. Under agile dynamic clustering, the members of a CoMP cooperating set may be from the same site (called intrasite) or different site (called intersite), or their combination (called hybrid). Through agile dynamic clustering, at all locations, the strongest interferences are addressed and can be converted to desired signals using joint processing. The cell-edge locations become primarily part of the intracluster cell-edge region, where the gains of CoMP is significant.
Simulation Parameters

Table I. Simulation Parameters based on [6]
	PARAMETERS 
	VALUES 

	Cell Shape 
	Hexagonal; 2 Tiers of Virtual Sites for Interference 

	Number of Cells per site 
	3 

	No. of UEs per Cell 
	10 

	Carrier Frequency 
	2 GHz 

	Duplex Mode 
	FDD (Only downlink is simulated) 

	Site-site Distance 
	500 meters [1] 

	No. of Tx Antennas 
	4 

	No. of Rx Antennas 
	2 

	CoMP cooperating set Size 
	3 

	No. of UEs / Cell / Time Slot 
	10 

	Tx Power (all BSs) 
	36 dBm/MHz [1] 

	Shadow fading standard deviation 
	8 dB 

	Shadowing Intrasite Correlation 
	1 

	Shadowing Intersite Correlation 
	0.5 

	Pathloss model 
	148.1 + 37.6log10(d_km) 

	Small-scale fading 
	I.I.D. Rayleigh 

	BS antenna height 
	25 m [1] 

	MS antenna height 
	1.5 m [1] 

	MS antenna type (gain) 
	Omnidirectional (0 dB) [1] 

	BS antenna pattern (horizontal) 
	3 sector: 

	Maximum BS antenna gain 
	14 dBi [5] (Not specified in [1] but specified in [5]) 

	Non-CoMP Scheme 
	SVD Equal Stream Power (per-base power constraint). See Appendix for details 

	JT-CoMP Scheme 
	JT Block-Diagonalization SVD (per-base power constraint). See Appendix for details 

	Non-CoMP User Scheduling 
	Round-robin 

	CoMP Static Clustering 
	Intrasite and Intersite 

	CoMP Dynamic Clustering 
	Intrasite, Intersite, Hybrid, Agile 

	Fractional CoMP Scheme 1 User Scheduling 
	Round Robin among UEs in non-cooperation region 

	Fractional CoMP Scheme 2 User Scheduling 
	Round-robin of UE groups in cooperation region. A UE group is the set of UEs scheduled simultaneously using multiuser, multicel MIMO For this simulation, each member of a UE group belongs to a different cell and each member has a similar received signal strength profile compared to the other UEs in the group. 

	MCS and other Spectral Inefficiencies 
	See Tables II and III at the appendix 


Table II. Overhead Assumptions

	Total Resources 
	50 RBs * 12 subcarriers * 10 frames * 14 OFDM symbols = 84000 

	# symbols for PDCCH per subframe (L) 
	L = 3 

	Normal subframes: 4 out of 10 subframes (= 33600 REs) 

	
	PDCCH 
	50 * 12 * 4 * L = 7200 (L = 3) 

	
	CRS 
	50 * 6 * 4 = 1200 (1 antenna port, 1 symbol included in PDCCH) 

	
	DRS (Non-CoMP) 
	50 * XNC * 4 = 2400, XNC = 12 (for up to 2 layers per cell) 

	
	DRS (CoMP 3-cell cooperation) 
	50 * X3CC * 4 = 7200, X3CC = 24 (for up to 2 layers per cell) 

	
	SS + PBCH 
	288 + 240 

	
	CSI RS 
	100 * Y (Y depends on number of antenna ports and reporting period that companies assumed) 

	MBSFN subframes: 6 out of 10 subframes (=50400 REs) 

	
	PDCCH 
	50 * 12 * 6 * L = 10800 (L = 3) 

	
	CRS 
	0  (included in PDCCH) 

	
	DRS-NC (DRS Non-CoMP) 
	50 * XNC * 6 = 3600, XNC = 12 (for up to 2 layers per cell) 

	
	DRS-3CC (DRS for 3-cell CoMP) 
	50 * X3CC * 6 = 7200, X3CC = 24 (for up to 2 layers per cell 3 cells) 

	
	SS + PBCH 
	0 

	
	CSI-RS 
	0 

	OBE-NC (Overhead Bandwidth Efficiency Non-CoMP) 
	((84000-26128)/84000) =0.6890 

	OBE-3CC (Overhead Bandwidth Efficiency 3-Cell CoMP) 
	((84000-32128)/84000) =0.6175 

	CPI (Cyclic Prefix (Normal CP length) Bandwidth Efficiency) [12] 
	(14336/15360) = 0.9333 

	GB (Guard Band Bandwidth Efficiency) for subcarrier spacing of 15 kHz and 50 RBs 
	(9 MHz / 10 MHz) = 0.9 

	TOTAL (non-CoMP) 
	OBE-NC * CPI * GB 
	0.5787 

	TOTAL (CoMP) 
	OBE-3CC * CPI * GB 
	0.5187 


Results

Table III. Quantization configurations

	NAME
	DESCRIPTION

	SQ-2
	Rel-8 for Non-CoMP, Scalar Quantization, 2 bits/channel element for CoMP

	SQ-4
	Rel-8 for Non-CoMP, Scalar Quantization, 4 bits/channel element for CoMP

	SQ-6
	Rel-8 for Non-CoMP, Scalar Quantization, 6 bits/channel element for CoMP

	SQ-8
	Rel-8 for Non-CoMP, Scalar Quantization, 8 bits/channel element for CoMP

	VQ-6
	Rel-8 for Non-CoMP, Per-link Vector Quantization, 6 bits/Rx Antenna/eNodeB for CoMP

	VQ-8
	Rel-8 for Non-CoMP, Per-link Vector Quantization, 8 bits/Rx Antenna/eNodeB for CoMP

	VQ-10
	Rel-8 for Non-CoMP, Per-link Vector Quantization, 10 bits/Rx Antenna/eNodeB for CoMP


Table IV. Clustering Configurations

	NAME
	DESCRIPTION

	CoMP-IntersiteSC
	CoMP is performed on all users. Intersite static clustering of CoMP Cooperation Sets

	FCoMP-IntersiteSC
	CoMP is performed on users within cooperation region only. Intersite static clustering of CoMP Cooperation Sets

	FCoMP-IntersiteDC
	CoMP is performed on users within cooperation region only. Intersite dynamic clustering of CoMP Cooperation Sets

	FCoMP-AgileDC
	CoMP is performed on users within cooperation region only. Agile dynamic clustering of CoMP Cooperation Sets
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Fig. 3 Feedback requirements of different quantization schemes: 
Several quantization configurations were evaluated, as explained in Table III and IV, and as evaluated in Fig. 3. Under full CoMP, SQ-2 and VQ-8 result in the same overhead requirement of 2 bits/channel element. Under Fractional CoMP, the average feedback requirement is evaluated based on the mixture of Non-CoMP and CoMP feedback overhead based from the obtained cooperation region ratios. Therefore, Fractional CoMP generally has lower average feedback overhead than CoMP operation on all users. The cooperation region ratios depend on the clustering method, as shown in Table A-I. By using more sophisticated clustering (e.g. Intersite dynamic clustering and agile dynamic clustering), a higher proportion of users undergo CoMP, which leads to higher average feedback requirements.
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Fig. 4. Cell-average spectral efficiencies vs. Feedback requirement
The cell-average spectral efficiency performance of the different quantization schemes are shown in Fig. 4. Results show that significantly more feedback bits are required for CoMP and Fractional CoMP compared to Release-8. The results show that the incremental gains decreased for very high feedback overheads. This is because the MSE at high feedback overheads saturate.

It is also observed that the required bits in order to achieve cell-ave. spectral efficiency gain decrease, in going from CoMP-IntersiteSC – FCoMP-IntersiteSC – FCoMP-IntersiteDC – FcoMP-AgileDC. This is because of increasing cell-average performance due to more intelligent selection of CoMP set and transmission schemes.
It is also observed that Per-link vector quantization performs nearly the same as that of Scalar Quantization since the channel is I.I.D. Rayleigh (no antenna correlations). The merit of Per-link vector quantization over scalar quantization is its flexibility in selecting the number of bits since the number of bits is selected on a per-vector basis. However, scalar quantization allows very fast decoding since the decoding can be done in parallel for each channel element. 
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Fig. 5 Cell-edge user spectral efficiencies vs. Feedback requirement
The cell-edge spectral efficiency performance of the different quantization schemes are shown in Fig. 5. The results for cell-edge spectral efficiency show similar trends to that of cell-average spectral efficiency. There is also diminishing gain in cell-edge spectral efficiencies of higher feedback bits.
Conclusion

In this contribution, we have discussed the advantages and disadvantages of different explicit quantization techniques for CoMP JT MU-MIMO and have shown some simulation results for scalar quantization and per-link vector quantization. Results show the large overhead requirement needed to obtain usable performance advantages of CoMP over Non-CoMP. By performing dynamic clustering of CoMP cooperation sets, and performing fractional CoMP where only some of the users enjoy CoMP, the number of required feedback bits to obtain a performance gain decrease. There is a diminishing gain in cell-average and cell-edge spectral efficiencies as the number of feedback bits increase. A suitable combination of quantization bits and clustering must be selected to achieve a target performance given an overhead bit allocation constraint of the feedback channels. 

The householder transformation was used in codebook generation in Release 8 for precoding. We have shown that codebooks generated from the householder transformation have vectors which have at least one element that is constrained to be positive real-valued. This is not the case for unitary matrices obtained using SVD or eigendecomposition. Therefore, the mean chordal distance between the codebook and the measurement vectors is not convergent to zero, and we have shown that codebooks generated by the General Lloyd Algorithm has lower chordal distance errors. We recommend generating codebooks using the general Lloyd Algorithm (or other clustering algorithms) which could produce smaller mean chordal distances or mean square errors, and are not a direct extension of the Release-8 precoding codebook.
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Appendix 1: Cooperation Region Ratios

Table A-I. Cooperation Region Ratios
	　
	Cooperation Region Ratio (%)

	　
	Intersite Static Clustering
	Intersite Dynamic Clustering
	Agile Dynamic Clustering

	Ideal Non-CoMP and CoMP Fdback
	34.2629
	62.6826 
	84.0637

	
	
	
	
	
	
	

	CoMP 2-bit SQ / channel element
	17.0828
	32.0631 
	52.6938

	CoMP 4-bit SQ / channel element
	73.9816
	81.8660 
	89.4875

	CoMP 6-bit SQ / channel element
	84.8883
	88.0420 
	91.0644

	CoMP 8-bit SQ / channel element
	86.5966
	88.4363 
	91.1958

	
	　
	　
	　

	CoMP 6-bit VQ / Rx Ant. / eNodeB
	6.8331
	15.2431 
	26.544

	CoMP 8-bit VQ / Rx Ant. / eNodeB
	16.2943
	31.1432 
	49.9343

	CoMP 8-bit VQ / Rx Ant. / eNodeB
	25.887
	47.7004 
	69.251


Appendix 2: Spectral Efficiency CDFs
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� band is the group of RBs across frequency sharing the same feedback information.
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