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1. Introduction
Coordinated multiple point (CoMP) transmission/reception has been identified as a promising technology to improve the performance of cell-edge UEs and to satisfy the requirements of LTE-A [1-3]. The basic idea of CoMP is to allow multiple eNode-Bs to cooperate, so as to enhance the reliability of the links between the UE and the serving eNode-B. Cooperation can be achieved by centralized and decentralized approaches. In a centralized approach, the backhaul is used for the exchange of relevant information among eNode-Bs, such as channel state information (CSI) and data. In a decentralized approach, minimal exchange of CSI and data among eNode-Bs is required. A partially centralized approach can be obtained by dividing the cellular system into clusters of cells and exchanging CSI and data among only the eNode-Bs of a cluster. Downlink CoMP methods can also be further classified into linear and nonlinear techniques. Nonlinear methods such as dirty paper coding (DPC) are expected to obtain higher spectral efficiencies than linear methods [4]. In general, for most downlink schemes, no feedback from the UEs to the eNode-Bs is required if TDD is used due to channel reciprocity. Feedback from the UEs is required if FDD is used. This contribution gives a comparison of some centralized and decentralized methods for downlink CoMP.
2. Comparison of centralized and decentralized strategies for downlink CoMP
2.1 Centralized Strategies

Centralized strategies are expected to obtain higher theoretical rates than decentralized strategies, due to the ability to exchange instantaneous CSI and data among cooperating eNode-Bs. The following gives some examples of centralized or partially centralized approaches.
2.1.1 System-wide virtual MIMO with DPC

One centralized scheme is system-wide virtual MIMO, where joint transmission is performed by the antennas of all eNode-Bs in the system as though they are co-located [5]. CSI of the downlink channel of all cells in the system is required, and the capacity of the system can be achieved by optimal precoding. This scheme relies on the assumption that certain technical obstacles can be surmounted. One such obstacle is the cost of providing backhaul capacity to exchange data and CSI among all eNode-Bs. Another obstacle is the latency of the CSI exchanged over the backhaul, which may render the downlink channel estimate obsolete. Therefore, this scheme can only give an indication of the maximum potential benefit of using downlink CoMP.

2.1.2 Clustered linear block diagonalization

A partially centralized method can be obtained by segregating the cellular system into clusters of cells, and applying virtual MIMO joint transmission for each cluster of cells e.g. [6]. CSI of the downlink channel of each cluster is required, which has to be shared among the eNode-Bs of the cluster. Linear block diagonalization is used to perform zero-forcing (ZF) beamforming to the UEs located within each cluster.

2.2 Decentralized Strategies

Decentralized techniques require less exchange of information over backhaul links, compared to centralized methods. For decentralized approaches, no sharing of data among eNode-Bs is required. At each eNode-B, only the CSI for the downlink channel towards the intra-cell (IC) and out-of-cell (OC) cell-edge UEs is required. If TDD is used, no exchange of CSI over the backhaul is required, due to the channel reciprocity. If FDD is used, the CSI for the cell-edge UEs would need to be exchanged over the backhaul. Specifically, the cell-edge UE needs to estimate the channel from the neighbor eNode-B and feedback this CSI to its serving eNode-B, so that this CSI can be transferred to the neighbor eNode-B over the backhaul. Figure 1 gives a graphical representation of decentralized strategies.

Decentralized strategies are also less affected by latency issues. This is because each eNode-B performs transmit processing independently from other eNode-Bs. Decentralized methods require more antennas at the eNode-B, to provide sufficient degrees of freedom (DoF) to null the out-of-cell interference. This requirement may be reasonable because eNode-Bs are equipped with multiple antennas for the purpose of space division multiple access. The following gives some examples of decentralized approaches.
2.2.1 Co-ordinated ZF beamforming

Co-ordinated ZF beamforming is a decentralized technique, which can be implemented by applying clustered linear block diagonalization with co-ordinated beamforming between clusters, and with a cluster size of one cell [6].

2.2.2 Multicell leakage suppression

Multicell leakage suppression is a decentralized technique, in which the eNode-B in a cell beamforms to each UE to maximize its signal-to-leakage-plus-noise ratio (SLNR) [7]. The ratio of the desired signal power towards this UE, to the sum of leakage power towards all other IC UEs and OC UEs plus noise, is maximized.

2.2.3 Projected channel DPC

Another decentralized method is projected channel dirty paper coding (DPC), which nulls the OC channel interference. The OC channel is the aggregate of the channels from the eNode-B to UEs in neighboring cells. This is represented by the dashed arrows in Figure 1. Each eNode-B performs transmit processing independently from other eNode-Bs. For example, for eNode-B 1 in Figure 1, only the channels represented by the blue dashed arrows make up the OC channel that is considered by eNode-B 1. The channels represented by the black and gray dashed arrows need not be known by eNode-B 1. The IC channel represented by the two solid blue arrows need to be known by the eNode-B 1 in order to serve its UEs. The IC channels of the other two eNode-Bs, denoted by the black and gray solid arrows need not be known by eNode-B 1. In brief, each eNode-B needs to know the downlink channel emanating from itself only. This downlink channel consists of the IC and OC channel, and is estimated via channel reciprocity or feedback. Each eNode-B is only required to know the data for its own UEs. As a result, data exchange is not required among eNode-Bs. Next, the projected channel DPC method is described.
First, a singular value decomposition (SVD) is performed on the OC channel. A projection matrix is derived so as to ensure the eNode-B nulls towards the OC channel. This has the effect of reducing the interference generated towards the UEs of neighboring cells. The overall benefit in the system is that eNode-Bs help to mitigate interference caused to one another. This results in improved rate performance for the UEs served by each eNode-B. A certain number of eigenmodes of the OC channel can be chosen for this projection operation. This is explained in the Appendix. There should be sufficient transmit antennas at each eNode-B to provide enough DoF to null the interference towards the OC UEs and also to serve its IC UEs. The number of transmit antennas should be at least equal to the sum of data streams of the IC UEs plus the sum of the receive antennas of the OC cell-edge UEs. During uplink channel measurements, the eNode-B can ignore OC UEs with negligible channel gains. Since the projection matrix is derived by SVD, weak interference eigenmodes can be excluded from the projection matrix.
Nonlinear block diagonal processing is applied on the projected channel [8], to obtain a lower triangular equivalent channel. ZF DPC is then performed on the equivalent channel to transmit to the IC UEs. Furthermore, if an IC UE has multiple antennas, it needs to be informed by the eNode-B what receive beamforming to apply, for e.g. [9]. Details of the projected channel DPC are given in the Appendix.

2.2.4 Leakage projected DPC

Leakage projected DPC is another decentralized strategy, which is able to balance the mitigation of OC channel interference and the provision of high data rate to the IC UEs. This method does not null the OC interference completely. First, the cell SLNR metric is evaluated. This metric represents the ratio of the IC desired signal strength, to the sum of the OC leakage power plus noise power. By applying the Courant-Fischer Max-Min Theorem, we obtain the projection matrix that maximizes the lower bound of the cell SLNR metric. This matrix is used to project the IC channel.
The next steps are then similar as in the projected channel DPC. Nonlinear block diagonal processing is applied on this projected channel [8], to get a lower triangular equivalent channel. ZF DPC is then performed on the equivalent channel to transmit to the IC UEs.
The antenna requirement for the leakage projected DPC is the same as for the projected channel DPC. For these two methods, if the antenna requirement is not met, they will reduce to the case of no cooperation, as the number of eNode-B antennas reduces.
The benefit of the projected channel and leakage projected DPC is that mutual cooperation can be achieved among eNode-Bs, to provide high data rate to the served UEs. Such a benefit can be achieved with minimal exchange on the backhaul. Details of the leakage projected DPC are given in the Appendix. Table 1 summarizes the properties of various centralized and decentralized methods.

[image: image1]
Figure 1. Decentralized techniques improve the performance of cell-edge UEs by enhancing the signal to the IC UEs and reducing the interference to OC UEs.
Table 1. Properties of various centralized and decentralized techniques.
	Method
	Decentralized / Centralized
	Backhaul requirement (X2 interface)
	Sum Rate
	Complexity
	Relative

Antenna Requirement
	Linear / Nonlinear

	
	
	CSI
	Data
	
	
	
	

	System-wide virtual MIMO with DPC [5]
	Centralized
	All cells
	All cells
	Very high
	Very high
	Very Low1
	Nonlinear

	Clustered linear block diagonalization [6]
	Partially centralized
	All cells in a cluster
	All cells in a cluster
	High
	High
	Low2
	Linear

	Co-ordinated ZF beamforming [6]
	Decentralized
	Minimalc
	None
	Low
	Low
	High3
	Linear

	Multicell leakage suppression [7]
	Decentralized
	Minimalc
	None
	Moderate
	Low
	High3
	Linear

	Projected channel DPC
	Decentralized
	Minimalc
	None
	High
	Moderate
	Moderate4
	Nonlinear

	Leakage projected DPC
	Decentralized
	Minimalc
	None
	High
	Moderate
	Moderate4
	Nonlinear


Table footnotes:
c: No exchange of CSI required if TDD is used. Exchange of CSI of OC UEs required if FDD is used.
1: Sum of transmit antennas in the system more than number of data streams in the system.
2: Sum of transmit antennas within a cluster more than sum of receive antennas in the cluster.
3: Sum of transmit antennas in the serving cell more than the sum of receive antennas in that cell plus the number of receive antennas of OC UEs.

4: Sum of transmit antennas in the serving cell more than the number of data streams of that cell plus the number of receive antennas of OC UEs.

3. Summary
In this contribution, we have compared centralized and decentralized strategies for downlink CoMP. While centralized methods are expected to provide higher theoretical rates than decentralized methods, the rates in practice may be discounted by latency of CSI and data exchange over backhaul links. Decentralized techniques require no exchange of data and minimal exchange of CSI over backhaul links, while centralized methods require exchange of both data and CSI. Decentralized strategies are also less affected by latency issues. Multiple antennas are required at each eNode-B to provide sufficient DoF to null the out-of-cell interference for decentralized techniques. When the eNode-Bs in the system employ decentralized approaches for downlink CoMP, the performance of the cell-edge UEs are improved, because each eNode-B mitigates interference to UEs served by neighboring eNode-Bs.
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Appendix A
A1.  System Model
We consider a downlink cellular network with 
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 cells of 
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 receive antennas each. Assuming a synchronous multicell system, the received signal vector of the system can be written as 
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. To accommodate for multiple data streams transmission, we allow each UE to receive 
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 as the channel from this eNode-B to its served UEs other than the 
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-th UE, as well as those OC UEs. In the following sections, we are interested to design precoding matrices for each eNode-B by taking into account both IC and OC interference.

A2.  Distributed Multicell Precoders
In this section, two decentralized multicell precoding strategies are introduced for the MIMO downlink. The fundamental feature of these methods is that each eNode-B is able to perform transmit processing independently from other eNode-Bs, hence bypassing the problems of limited backhaul capacities and latency of exchange of CSI and data. The methods introduced are projected channel DPC and leakage projected DPC.

A2.1  Projected Channel DPC
In this section, the projected channel DPC method is introduced. The cell index subscript, 
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, is dropped for notational simplicity. However, the equations should still be clear as the eNode-B processing is decentralized. As in Section A1, 
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Following that, the block diagonal (BD) DPC processing can be applied to 
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 for transmission to the IC UEs [8]. A lower triangular equivalent channel is created via 



[image: image62.wmf],

 

=

L

Q

H

P

^

H


(6)

where 
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Projected Channel DPC Algorithm

1. Evaluate SVD of 
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6. Derive projected channel 
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7. Apply the BD processing on 
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8. Perform DPC on the equivalent channel 
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, to transmit to the IC UEs.

A2.2  Leakage Projected DPC Strategy
As the projected channel DPC does not incorporate the noise variance in its design, we introduce a new technique of distributed downlink processing, called the leakage projected DPC, which combines the favourable features of both the projected channel DPC method and the multicell leakage suppression method. Again, the cell index subscript, 
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, is dropped for notational simplicity. The first step involves a channel projection based on maximizing the ratio of the desired signal strength within a cell, to the sum of OC leakage power and noise power. This ratio shall be refered to as cell SLNR. The overall effect of this projection is to strike a balance between improving the desired signal power directed to the IC UEs, and reducing the interference power to the OC UEs.

The second step is the application of ZF DPC for transmission to the IC UEs. As a whole, the proposed leakage projected DPC strategy also takes noise into account due to the first step of leakage-based projection. The first step will be presented in detail as follows.

The cell SLNR, 
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 According to the generalized Courant-Fischer Max-Min Theorem [10, 11], 
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The second step of the leakage projected DPC method involves the BD processing on 
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. The following algorithm summarizes the leakage projected DPC strategy.

Leakage Projected DPC Algorithm
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4. Apply the BD processing on 
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5. Perform DPC on the equivalent channel 
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, to transmit to the IC UEs.

Interference to out-of-cell (OC) UE (cell-edge UE of other cells)
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