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1 Introduction

In previous meetings a number contributions have addressed the performance of UTDOA [1] - [3] as an approach to accurately predicting UE position. This contribution provides additional simulation results quantifying the possible position accuracy that can be obtained employing UTDOA based on a defined set of reasonable assumptions at the LMU. 

2 Network Configuration and Simulation Methodology

The network configuration employed is taken from the definition provided in [2] and is illustrated in Figure 1 of [2] reproduced below. The LMUs are assumed to be co-located with the eNBs and all of the simulation assumptions defined in Table 1 of [2] have been employed in this analysis. Dual receive diversity is assumed at the receiver of the LMU. 
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Figure 1: UTDOA processing overview [2]
For this analysis, the physical layer abstraction of the modelling process employs two types of cells, namely a cell associated with the reference LMU and a cell associated with a co-operating LMU. For collection of data at the reference LMU it is assumed that the UE transmits on 1 resource block (RB) every 100 msec. A single observation is considered to be comprised of the transmission over 100 TTIs.  The RF channel is modeled as continuous over the duration of the 100 TTIs. AWGN and interference is added at the reference LMU and the SINR is set to a constant value. A total of 1000 ensemble observations, each spanning a duration of 10 seconds are made at the reference LMU and the time domain versions of these waveforms are buffered and stored for cross-correlation calculations with the observations from the cooperating LMUs.

At the cooperating LMU, the same operations as described above for the reference LMU are performed, with the following conditions. It is assumed that the user payload and reference symbol (RS) waveform within the 100 TTI’s is the same as for the reference LMU. The channel response is implemented as a different instance of the same channel type. Noise and interference loading is applied at the specified level of SINR at the cooperating LMU, as derived from the hearability geometry of the cooperating LMU, with all SINR values being defined on a per tone basis at the receive antenna. As with the reference LMU, 1000 ensemble observations are collected. 

After the collection of the 1000 ensemble observations samples at the reference LMU and each candidate cooperating LMU, cross-correlation operations are applied between the reference LMU observations and those of each applicable candidate cooperating LMU. The cross-correlation operation consists of the following steps for each TTI within an observation interval:

· The received signal at the reference LMU is assumed to be brickwall filtered around the frequency allocation of the RB's that have been employed by the target UE as scheduled by the co-located reference eNB. Although the reference and cooperating LMUs are assumed to have perfect knowledge of this scheduling information for the purposes of this analysis, no assumptions are made as to how the reference and cooperating LMUs obtain this information.

· A time domain window is applied to isolate both slots of the TTI’s. This represents the reference signal for the TTI in that observation. All data symbols in both slots of the TTI are used in the coherent integration.

· No frequency domain filtering is applied to the received signal at the cooperating LMUs 

· A complex cross-correlation is implemented in the time domain and the sampling rate employed is as defined in the LTE standard for a 10MHz signal.

· The magnitude of the cross-correlation output is calculated and an integration operation is performed over all available TTI’s to create a net cross-correlation output for that observation.

The net cross-correlation output is processed by performing a peak search to determine the peak index. The detection methodology of the peak search comprises non-coherent combining of multiple segments of the observation data and the formation of the ratio of the cross-correlation peak to the RMS value of the entire cross-correlation window. The ratio  is compared to the defined detection threshold at the LMU, and the peak declared valid if  exceeds the detection threshold. The detection threshold is set to a value of approximately 1.615 based on achieving a false alarm rate of 0.5% in conjunction with a detection probability below 1% for SINR’s less than -40 dB at the cooperating LMU’s.

In order to increase the accuracy of the peak processing, particularly at low SINR’s, an interpolation operation is carried out based on a second order parabolic fit of 35 sample points bracketing the peak index. The timing estimate (TDOA) is taken at the inflection point of the parabolic fit.

Figure 2 below outlines the processing steps defined above.


[image: image2]
Figure 2: Physical layer abstraction of TDOA processing steps
3 Physical Layer Results and Discussion

Figure 3 illustrates the relationship between probability of detection and SINR at the cooperating LMU assuming a noiseless reference is available at the reference LMU. Correspondingly, Figure 4 illustrates the RMS TDOA error in nanoseconds as a function of the SINR at the cooperating LMU assuming that a noiseless reference is available at the reference LMU. The results in these figures are closely aligned with the detection probabilities provided in [2], and bound the performance that can be obtained under close to ideal conditions. 

In order to quantify the physical layer performance of UTDOA under more realistic conditions, the physical layer simulation was also carried out at SINR’s of  2.2 dB and -2.7 dB. The SINR level of 2.2 dB corresponds to an interference-over-thermal (IoT) of 7 dB assuming an SNR of 10 dB at the reference LMU, whereas the SINR condition of -2.7 dB is derived from condition A3-1 for EPA5 as defined in [6]. 
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Figure 3: Detection Sensitivity at the Cooperating LMU as a function of SINR assuming a noiseless reference is available at the reference LMU.
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Figure 4: RMS TDOA error in nanoseconds as a function of the SINR at the cooperating LMU assuming that a noiseless reference is available at the reference LMU. 

The resulting probability of detection and RMS TDOA error for each of these cases is provided in Figures 5 to 8. It can be seen that the sensitivity of the probability of detection starts to degrade as the SINR of the RS at the reference LMU becomes noisy. For a reference SINR of -2.7dB, the detection sensitivity degrades on the order of 5 dB relative to the noiseless case, as can be seen from a comparison of Figures 3 to the results of Figure 7.
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Figure 5: Detection Sensitivity at the Cooperating LMU assuming an RS SINR of 2.2 dB is available at the reference LMU.
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Figure 6: RMS TDOA error in nanoseconds as a function of the SINR at the cooperating LMU assuming that an RS SINR of 2.2 dB is available at the reference LMU. 
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Figure 7: Detection Sensitivity at the Cooperating LMU assuming an RS SINR of -2.7 dB is available at the reference LMU.

From Figure 8 it can be seen that most channels with an SINR of less than -20 to -22dB will experience an RMS TDOA error of 1 microsecond or greater which translates into a one dimensional TDOA position error of greater than 300 meters.

[image: image8.emf] 

10

15

20

25

30

35

40

-35 -30 -25 -20 -15 -10 -5 0 5 10 15

Coop LMU SINR - dB

10log(RMS TDOA error) [ns]

EPA3kmh

EPA30kmh

ETU3kmh

ETU30kmh

ETU60kmh

EVA60kmh


Figure 8: RMS TDOA error in nanoseconds as a function of the SINR at the cooperating LMU assuming that an RS SINR of -2.7 dB is available at the reference LMU

4 System Simulation Results and Discussion

Based on the detection rate versus SINR results in section 3, system simulations were carried out to calculate the expected UE positioning accuracy. In order to simulate light, medium and heavy loading conditions, IoT values of 0 dB, 3.5 dB and 7 dB were chosen for a fixed SNR level of 10 dB at the reference LMU. The corresponding SINR values are 7dB, 4.9 dB and 2.2 dB respectively. The system level assumptions identified in [2] were employed, including the following key attributes
· ISD distances of 500 m (case 1) and 1.7 km (case 3) as well as an ISD of 5 km
· EPA 3kmph was employed as the channel model
· All  detectable cooperating LMU’s were employed for the UE position calculation
· The Horizontal Dilution of Precision (HDOP) methodology was employed as a baseline to bound the location prediction error [7].
· The target UE transmitted signal is assumed to be power controlled up to a maximum power of 21 dBm
Figure 9 illustrates the cdf of the UE position error based on a system level calculation employing an HDOP calculation for an ISD of 500 meters with power controlled SINRs of 2.2 dB, 4.9 dB and 7 dB at the reference LMU, corresponding to IoT levels of 0 dB, 3.5 dB and 7 dB respectively. A fixed SNR level of 10 dB at the reference LMU is assumed in all the calculations. Figure 10 provides the corresponding results for an ISD of 1.7 km.  It is assumed that all detectable LMUs have been employed in the calculations. Note that from [5] the position accuracy requirement for network based solutions is 100 meters for 67 percent of the calls and 300 meters for 95 percent of the calls. For the use cases in Figures 9 and 10, the 67% accuracy is achievable in the range of 75 meters, however in all cases except an IoT of 0dB with an ISD of 500m, a 95% accuracy is not achievable due to the no coverage rate being greater than 5%. The no coverage rate is a reflection of the probability that the system cannot obtain at least 2 cooperating LMU’s above the detection threshold. The no coverage scenario follows from the complementary cdf curves of the LMU detectability as illustrated in Figures 11 and 12 for an IoT of 0 dB with an ISD of 500 meters and an IoT of  7dB with an ISD of 1.7 km, respectively. In Figures 11 and 12 it can be seen that the expected value of the number of detectable LMU’s decreases from approximately 15 to 11 as the cell size increases from an ISD of 500m to 1.7 km. It should be noted that the results in figures 9 through 12 assume that there is no penetration loss present in the system modelling.

Figures 13 and 14 illustrate the corresponding position accuracy possible for ISD’s of 500m and 1.7 km when a 20 dB penetration loss is included in the modelling. For all cases the distribution functions shift to the right and the no coverage rate increases. For the scenario of 1.7 km ISD with an IoT of 7 dB, the 100 meter accuracy 67 percent of the time is not achievable and none of the curves meet the 95% accuracy requirement.  Figure 15 illustrates the performance for an ISD of 5 km which shows a significant degradation in performance beyond the case for 1.7 km ISD. 

Figure 16 illustrates the complementary cdf for the 1.7 km scenario with a penetration loss of 20 dB. Note that the expected number of available LMU’s has decreased to 8. For the 5 km ISD scenario illustrated in Figure 17, the expected number of available LMU’s has been reduced to 2 for an IoT of 0 dB. Further insight can be gained from the UE transmit power cumulative distribution functions illustrated in Figures 18, 19 and 20 for ISD’s of 1.7 km both with and without penetration loss as well as 5 km with penetration loss, respectively. When penetration loss is present the UE becomes transmit power limited at the maximum level for approximately 50% of the time for an ISD of 1.7 km and nearly 95% of the time for an ISD of 5 km, leading to decreasing hearability for neighbouring cooperating LMUs, and a resulting increase in no coverage rates.
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[image: image9]
Figure 9: System level cdf of UE Position Accuracy as a function of  IoT at the reference LMU for an ISD of 500 m using a channel model of EPA 3.  All detectable LMU’s are used. 
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[image: image10]
Figure 10: System level cdf of UE Position Accuracy as a function of IoT at the reference LMU for an ISD of 1.7 km.  All detectable LMU’s are used.


[image: image11]
Figure 11: Complementary cdf of Number of Available LMUs for an ISD of 500 m using a channel model of EPA3, and an IoT of 0 dB.
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Figure 12: Complementary cdf of Number of Available LMUs for an ISD of 1.7 km using a channel model of EPA3, and an IoT of 7dB.
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[image: image13]
Figure 13: System level cdf of UE Position Accuracy as a function of IoT at the reference LMU for an ISD of 500 meters, assuming a penetration loss of 20 dB.  
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[image: image14]
Figure 14: System level cdf of UE Position Accuracy as a function of IoT at the reference LMU for an ISD of 1.7 km, assuming a penetration loss of 20 dB.  
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[image: image15]
Figure 15: System level cdf of UE Position Accuracy as a function of IoT at the reference LMU for an ISD of 5 km, assuming a penetration loss of 20 dB.  


[image: image16]
Figure 16: Complementary cdf of Number of Available LMUs for an ISD of 1.7 km using a channel model of EPA3, an IoT of 7dB and a penetration loss of 20 dB.

[image: image17]
Figure 17: Complementary cdf of Number of Available LMUs for an ISD of 5 km using a channel model of EPA3, an IoT of 0dB and a penetration loss of 20 dB.

[image: image18]
Figure 18: cdf of the UE Transmit power for an ISD of 1.7 km and an EPA 3 channel model.

[image: image19]
Figure 19: cdf of UE Transmit power for an ISD of 1.7 km and an EPA 3 channel model with a penetration loss of 20 dB.


[image: image20]
Figure 20: cdf of UE Transmit power for an ISD of 5 km and an EPA 3 channel model with a penetration loss of 20 dB.

The relationship between power control and interference modeling deserves further consideration. Given that the UE is power controlled towards the serving eNB, the UE transmit power will fluctuate, decreasing as the UE moves towards the serving site and away from the cooperating LMU’s. The cooperating LMU’s observe increased pathloss together with decreased UE transmission power. This problem becomes more severe if the antenna configuration is optimized to achieve better cell isolation. In addition, UE’s close to the cooperating LMU’s are exposed to strong interference, resulting in significant SINR fluctuations. UE’s on the serving cell edge become power limited, which impacts the detection at the serving LMU as well as the cooperating LMU’s as the UE cannot increase its transmit power as much as required, which is especially relevant for larger cell sizes. As a result, two problematic zones exist (shaded in red in Figure 21), one closer to the serving cell site as a result of power control and interference, and the second around the serving cell edges as a result of power limitation.

[image: image28.wmf]0

50

100

150

200

250

300

350

400

450

500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Accuracy (m)

cdf

Accuracy for d=500 m; EPA 3kmph

 

 

Penetration loss = 20 dB

IoT = 0 dB

IoT = 3.5 dB

IoT = 7 dB

[image: image29.wmf]-20

-15

-10

-5

0

5

10

15

20

25

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

UE Transmit Power (dBm)

cdf

cdf of the UE Transmit Power

ISD = 1.732 km

EPA 3 kmph

[image: image30.wmf]0

2

4

6

8

10

12

14

16

18

20

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N

d

e

t

, Number of Available LMUs

Prob( N

d

e

t

>=x )

EPA 3 kmph, IoT=7 dB, SNR

t

a

r

g

e

t

=10 dM, ISD=1.7km

[image: image31.wmf]0

2

4

6

8

10

12

14

16

18

20

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N

d

e

t

, Number of Available LMUs

Prob( N

d

e

t

>=x )

EPA 3 kmph, IoT=0 dB, SNR

t

a

r

g

e

t

=10 dM, ISD=500 m

[image: image32.wmf]0

50

100

150

200

250

300

350

400

450

500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Accuracy (m)

cdf

Accuracy for d=500 m; EPA 3kmph

 

 

IoT = 0 dB

IoT = 3.5 dB

IoT = 7 dB

[image: image33.wmf]0

50

100

150

200

250

300

350

400

450

500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Accuracy (m)

cdf

Accuracy for d=1.732 km; EPA 3kmph

 

 

IoT = 0 dB

IoT = 3.5 dB

IoT = 7 dB

[image: image34.png]A U Fl-[HAH 0= 852 4] A

LI eNuri.com(0f 721 542 - Microsoft Internet Explorer

28 WAHSHUCL oISy

el 52 EHol

ELEl

555,000
555,500

ELEl
550,000
547,000
544,000
573,000
550,000
591,000

ELEl
407,000
384,000
368,000
40550
45,000
448550

ELEl
433,000
433,400
433,400
433,400
540,000
540,400

A | AN

ZAR| Q0be7 [RE FAO)[0wani |

wusm g

A HlR

SZum

L7} 5212
HE @R

JtolE

EEEED]

Fle Edt Vew Favomes Tods feb | Adkess 8] mpiwenumcon]
Eoack - > - @ [B) &Y | Qsearch (ravortes @vedn |(F | B B 0 - H D B @
Unks &]Teamlink &]lobal Web &]Wreless Networks @] Wreless Sales Dashboard €136 AL @0ict @lstocks &]TechDict & Transiate &]Windows & WORLDTIME
com WA b
eNuRl ZEDI | B | enan| SANT [ amz
I (@M-s00 skl 9g EUE=]
a3
£7101/280TFD/B45HE/LH A3 |l 2H31 2H 5}, CMOS, 2TVB, B A}/ UTES
B2BO/VODH E/EV-DO/IDA/NateGPS/S240 | S/ A F wort
™ (011)SCH-EIT0 ) 12 L E+)
a3
ErEsy
OFL| /263 TFD/03HS /U7 K00k, OMOS EIBVB)/ AT 28
£/ VODF 2/EV-DO/NaeGPS/ NateDrive/ S2H0 S 21/ 0 B0l worz 51
aFEE
HEES
 (01n)Ms-200 EEEEN 9z L E+)
a3
ErEsy
S E Z et/ 268 TFT/B42HS /U A7t 2H(318HE} 2, CMOS, 2B, B2 =¢
A/ BE/VODR /01 B2/ NateGPS/FELIRi2luora. e
718
HEES
I (01)M-8500 ECECINTE] L E+)
L} an
= saus
7101/ 260 TFD/BUSHE U7 IEH3IBF Sk, OMOS, E30MB, B =&
A/ EE/VODH B/EV-DOND A A 2/ 2Bl Efginors. e
3 k)
HEES
| HOME | SIAkH | FAQ | BERORH | AHEFHOIS | SDU | HEIEE | Heieiehi | Al

&) (1 item remaining)
start || mstalpr.

Sinbo... | Gcae... |[E100%. (Sipesc... | EMicro..| Pacro... | £)::5

[ @




[image: image35.wmf][image: image36.jpg]



[image: image21]
Figure 21: Illustration of problematic zones resulting from interaction of power control and interference.
5 Summary and Conclusion

This contribution has presented an analysis of the performance of an UTDOA system based on the assumptions in [1] and [2]. The resulting quantification of the physical layer performance is consistent with the results presented in [2], under an assumption that a high quality reference signal is available at the reference LMU. Under assumptions of more realistic reference signal quality, for cell edge users, the detectability has been shown to potentially degrade up to 5 dB from the results in [2]. At the system level, reduced hearabililty at the cooperating LMU’s can result in UE position accuracy being degraded from the claims of [2] and difficulty in meeting the requirements mandated in [5], even with a number of optimistic deployment assumptions including:

· Full knowledge of the UE’s scheduled RB’s, both at the reference and cooperation LMU’s

· The reference LMU being able to reliably provide the cooperating LMU’s a clean reference signal to correlate its signal against

· The impact of penetration loss has not been fully accounted for

· The impact of transmit power limitations in the UE for larger cell sizes and the impact on LMU hearability has not been fully accounted for

· The impact of antenna downtilt on hearability has not been accounted for

In particular for cell ISD’s of 1.7 km with penetration loss assumed to be present, the no coverage rates exceed 5% in all IoT scenarios. For deployed ISD’s of larger than 1.7 km the LMU hearability problem has been shown to become acute due to the fact that the UE transmit power becomes saturated at the maximum level for most users, resulting in a reduction in received SNR at both the reference and cooperation LMU’s, and thus a reduction in the number of cooperating LMU’s available for the UTDOA calculation.. 

It should also be noted that the system calculations were based on an HDOP calculation which bounds the achievable performance that can be obtained from measured data in an actual field measurement. It remains to be verified in such field implementations that a given location algorithm can actually obtain these accuracies.
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