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1 Introduction
Channel reciprocity has been regarded as one of the main advantages of a TDD system over an FDD system. Since the uplink and downlink share the same frequency band, the transmitter can predict the downlink channel based on the uplink channel estimation result, and thus perform advanced precoding to enhance the downlink transmission. Ideally, channel reciprocity is only conditioned on a system’s coherence time. As long as the related uplink and downlink transmissions are within the system’s coherence time, the downlink channel is reciprocal to the uplink channel. However, in realistic situations the reciprocity might be imperfect even within the coherence time. 
One of the main concerns on reciprocity based processing is that its performance might be sensitive to uplink/downlink channel reciprocity errors. Slight reciprocity errors may cause significant performance degradation. Thus, reciprocity calibration has attracted many interests recently. 

Generally, reciprocity errors arise from three aspects of a TDD system: 1) different transmitting/receiving RF circuits; 2) different interference profiles at the UE and eNB; 3) systematic differences between uplink and downlink baseband-to-baseband channels due to different frequency sub-bands, different channel estimation algorithms, Doppler shift, etc.
Various calibration algorithms have been proposed for reducing the impact of different types of reciprocity errors. But it is noticed that the effectiveness of most of the schemes are evaluated based on heuristic methods. The need of a proper formulization of the issue is important in order to facilitate a better understanding of the extent to which channel reciprocity may be useful, and of the measures which may be taken to overcome reciprocity errors.
The aim of this contribution is to provide a mathematical model for analyzing the reciprocity issue and to present some findings for TDD MIMO based on our analysis using the model. Based on the findings it is recommended that reciprocity calibration should be implemented in a TDD MIMO systems to guarantee the system performance, and the performance of specific calibration methods should be evaluated using the model proposed here.
2 System Model
Reciprocity based MIMO is of most interest for the downlink transmission because the eNB has higher computation power than the UE. Moreover, it has access to all users’ channel information and thus can perform globally optimum precoding taking the full channel matrix into account. In the following, we therefore assume a downlink channel. Extension of the results to SU-MIMO uplink is straightforward; extension to uplink MU-MIMO is left for further study.
Consider a general downlink MIMO scenario. Let 
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 denote the transmit symbol vector where K is the number of receive antennas, 
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 denotes the precoding matrix, 
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 denotes the channel matrix with elements normalized to unitary variance, e.g., 
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, where M is the number of transmit antennas, 
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 denotes the Gaussian distributed interference and additive white Gaussian noise (AWGN) matrix experienced by the vector. Without loss of generality, we assume here that each user has one data stream. The system can be described by,
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Specifically for MU-MIMO, the symbol received at the k-th user’s front end would be
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The task of precoding, e.g. by SVD, inversion based zero-forcing, or block diagonalization, is to design the weight matrix 
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 based on the channel matrix 
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, such that a given performance metric can be met. Particularly for TDD systems exploiting channel reciprocity, the uplink channel response 
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, where c is a complex scalar which will not impact MIMO gain. 
3 Channel Reciprocity Modelling
Fig.1 shows the block diagram of a system considering different contributors of reciprocity errors. The interference asymmetricity and systematic non-reciprocity can be modelled using existing system/link level simulation approaches. In the following, we will put our emphasis on the modelling and simulation of the RF mismatch type of reciprocity errors.
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Fig.1 Block diagram of a system facilitating the reciprocity model

A wireless transmitter has very different RF circuitary from a wireless receiver. By precluding the effect of antenna coupling, the effective channel responses of the RF lineups (
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where N is the number of BS antennas. In our model, we write the diagonal entries as,

[image: image18.wmf])

,

,

(

)

,

,

(

)

,

,

(

T

P

t

j

br

br

br

e

T

P

t

A

T

P

t

h

j

=






 (3)
where A denotes amplitude, 
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 denotes phase. This should be a reasonable requirement, since the design target for the circuitry is usually to have unit diagonal gains over the desired band, and as little crosstalk as possible. We will work under another assumption that they have no singularities in the considered frequency band. 
Since an RF lineup’s response is a function of many environmental factors, mainly of time t, power P, and temperature T, we model every variable in the response as a function of these three factors. Note, for simplicity the antenna index has been dropped in the above expression.
The amplitude and phase functions can be further modeled as below,
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where 
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are values measured from real equipments; 
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are the variations of the time, receiving power, and temperature from time 
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. We assumed that the variation of amplitude or phase is a linear function of any environmental factor, and any non-linear effect has been absorbed into the truncated Gaussian variable. 
Note the scale of the amplitude is in deciBels, and the scale of the phase is degrees in this model.
In the reciprocity simulation, one of the most important variables is the ratio of the uplink channel response to the downlink channel response (or vice versa). For the air interface channels and the interference channels, this ratio does not need to be treated explicitly because a TDD or FDD air interface channel model is usually able to capture this. But for the RF lineups, this ratio needs to be modelled explicitly. Based on the previous RF lineup response expression, the reciprocity error between the uplink and downlink RF lineups of the base station can be expressed as,

[image: image37.wmf])

,

,

(

)

,

,

(

)

,

,

(

T

P

t

j

b

b

b

e

T

P

t

A

T

P

t

j

e

=






(5)
where 
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 denotes a diagonal entry on the reciprocity error matrix 
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where the meaning of each variable is similar as in the lineup response. Particularly, 
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The response of the transmitter lineup can be calculated from the receiver lineup and the reciprocity error matrix,
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Since both 
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are commutable. In most reciprocity simulations, the absolute RF lineup responses might be not a real performance factor. Rather, the relative differences between the Tx and Rx lineups, e.g., the reciprocity error matrix 
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 need to be measured from a real base station in most cases. 
For a high level evaluation of system performance v.s. reciprocity errors, the initial states and all environmental variations may be absorbed into the truncated Gaussian variables, e.g.,
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All the above description relates to the eNB side. Extension of the model to the UE side is straightforward.
By including both the eNB and the UE non-reciprocity effect, we have
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where 
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. By applying the reciprocity error definitions
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into above equations, the effective downlink and uplink channel can be related as,

[image: image65.wmf]b

T

eff

UL

m

eff

DL

E

H

E

H

,

1

,

-

=






(9)
Equation (9) can be used to model the reciprocity of the effective uplink and downlink channels with RF mismatch. Equation (6) can be used to simulate the detailed structure of the RF mismatch errors.
4 Capacity Impact Analysis
With perfect channel diagonalization, the capacity of SU/MU-MIMO broadcast channel can be written as,
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where H is the MIMO channel, Q is the precoding matrix determined via zero-forcing (ZF) or block-diagonalization (BD) precoding algorithm and power allocation from H, 
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In practical TDD SU/MU-MIMO systems, imperfect channel reciprocity will result in imprecise downlink channel prediction which will cause inter-stream/inter-user interference. 
Let 
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 denote SINR of a system with noise power 
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In case inter-user interference is present due to reciprocity errors, the SINR becomes 
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 is the interference power caused by the reciprocity errors, and the uplink downlink air interface channels are assumed to have the same path loss, e.g., 
[image: image79.wmf])

(

)

(

H

DL

DL

H

UL

UL

tr

tr

H

H

H

H

=

.  
Note that the real power radiated by the RF circuitry to the air may be not equal to P due to the presence of reciprocity errors. It is possible to take the transmission power variation due to reciprocity errors into account at the precoding stage and set the constraint to  
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. We will not adopt this approach here because it may not be feasible in practical systems, e.g., the reciprocity error information 
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We assume that the precoder is designed disregarding the power variation due to reciprocity errors, e.g., by setting the sum power constraint 
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When the uplink and downlink channels are perfectly reciprocal, the downlink effective channel is ideally diagonalized, then 
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 is equal to 1. Otherise, 
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 is greater than 0. The I+N power for the practical scenario is thus 
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The MIMO channel capacity can be computed as,
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where 
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  is the covariance of the precoding matrix determined from the uplink channel matrix 
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. By looking at the matrix determinant inside the logarithm, and applying the RF mismatch model derived in previous section, we have
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where 
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In the following, we will discuss the impact of reciprocity errors for the UE and eNB sides. Since the reciprocity errors of UE and eNB are independent, for convenience of analysis we will assume 
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Impact of UE side reciprocity errors
By applying the reciprocity error model (5), we have 
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This indicates that the UE side phase error 
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 will not appear in the determinant expression (13), thus the MIMO capacity will not be impacted by the UE side phase mismatches.
Furthermore, from equation (13), the reciprocity errors at the UE side can be regarded as per receive antenna gain errors (diagonal 
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Impact of eNB side reciprocity errors
 From equation (13), the reciprocity errors at the BS side will spread one user’s signal to another and cause inter-user interference (non-zero off-diagonal entries). By replacing the determinant in equation (12) with (13), it can be proved that 
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where 
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 represents the capacity achieved by precoding via exploiting imperfect reciprocity with errors 
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 represents the capacity achieved by precoding with perfect reciprocity. See the appendix for the proof of ZF precoding case. Thus the eNB side reciprocity errors will cause inter-user/stream interference and result in capacity drop. 
5 Simulation Results
5.1 System Level Simulations for TDD MU-MIMO 
Table below shows the system level simulation parameters.

	Parameters
	Settings

	Scenario
	Single cell, Urban Micro, 3kmph

	MU-MIMO Algorithm
	Multi-user Eigen Transmission (MET) [7]

	Antenna Configuration
	4 BS with 0.5 lamda separation

2 UE with 0.5 lamda separation

	Bandwidth Usage
	20MHz bandwidth, 3 symbols on DPCCH, no DL user data in special sub-frame, overhead: 0.3418

	HARQ
	CC with maximum 4 retransmission

	Scheduling
	PF scheduling, precoding per RB


The simulation results are shown as below. We run three sets of simulations. First, the impact of different scales of reciprocity errors are simulated. Results are shown in Fig. 2. A typical RF design would present about [1dB 10deg] of transmitter receiver RF mismatches. Thus, we assumed [1dB 10deg] as the typical reciprocity errors in our simulation. To accommodate more erroneous conditions in practical systems, we assumed [2dB 20deg] as the maximum reciprocity errors, at both the eNB and UE sides. From the simulation, we can see that system throughput drops as the reciprocity error increases. Up to 24% of throughput loss is observed for the worst-case reciprocity error scale [2dB 20degree], while this value is 7.5% for error scale [1dB 10deg].
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Fig.2 Impact of reciprocity errors with different scales

Fig.3 shows the impact of eNB side and UE side reciprocity errors separately. The scales of the errors are both [2dB 20degree]. It can be seen from the figure that eNB side errors have obvious impact on the throughput, while UE side reciprocity errors have little impact. This agrees well with conclusions from our capacity based analysis.
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Fig.3 Impact of reciprocity errors at BS and UE side

To verify another finding from our analysis, i.e. that UE side phase errors would not impact the performance, we run another set of simulation, results as shown in Fig.4. Both UE and BS side reciprocity errors are set to [0dB 20degree], i.e. with only phase errors. It can be seen from the figure that eNB side phase errors have obvious impact on the throughput, while the impact of UE side phase errors is negligible. This agrees well with our capacity based analysis. 
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Fig.3 Impact of phase type of reciprocity errors

Table below is a summary of the simulations, 
	Configuration Scenarios for UMi single cell MU-MIMO 
	Cell Average Throughput Drop 
	Cell Edge Throughput Drop

	 [1dB 10deg], Both UE and eNB
	-7.46%
	-0.35%

	[2dB 20deg], Both UE and eNB
	-24.06%
	-15.12%

	[2dB 20deg], eNB only
	-21.65%
	-12.21%

	[2dB 20deg], UE only
	-3.84%
	-2.33%

	[0dB 20deg], eNB only
	-16.53%
	-9.88%

	[0dB 20deg], UE only
	-3.25%
	-2.09%


6 Conclusion

We proposed a mathematical model for modelling channel reciprocity errors and analyzed the impact of channel reciprocity errors on the MIMO capacity. Below are several findings:

1. UE side (or receiver side) phase reciprocity errors have no impact on system throughput.

2. Distribution of UE side power reciprocity errors have little impact on system throughput, mainly on per receiving branch signal strength, and will not result in inter-user/inter-stream interference.

3. eNB side reciprocity errors, either phase or power type, may result in significant capacity drop due to the inter-stream/inter-user interference caused. 

Our recommendations are:
1. In order to be able to rely on reciprocity for TDD MIMO systems, reciprocity calibration is important to ensure good performance. 
2. The performance of a specific calibration algorithm should be evaluated by using the model proposed in this contribution. 
3. Only eNB side (transmitter side) reciprocity calibration is needed. UE side (receiver side) reciprocity calibration is not necessary. 
7 Appendix
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The above formula can be regarded as the trace of
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   S.T.  
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It can be proved that (A.3) is maximized when all the eigen values of 
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Lagrange multipliers method can be utilized here to find the maximum solution. Let 
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Which is equivalent to
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The solutions of the above equation array are 
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