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1 Introduction
In a multiuser system, independent time-frequency varying channels among different users can be exploited to provide multiuser diversity (MUD) gain and increase the system throughput. In Rel-8, DL MU-MIMO is supported with codebook-based pre-coding to improve system throughput when the RI is equal to one.  UE reports SU-MIMO CQI/PMI which the eNB uses for selecting pre-coding matrix and link adaptation. For the downlink channel, this require the UEs to feedback their channel state information (CSI) to the base station (BS), which incurs a large aggregate feedback bandwidth, especially when the number of UEs is large. Enhanced DL MU-MIMO is an important topic in Rel-10, which relies on non-codebook based pre-coding for inter-user interference (IUI) mitigation and the feedback load may increase a lot.  Due to the fact that the transmission bandwidth is limited, reducing feedback load is an important issue to be discussed.
2 Background
Multiple antennas can provide spatial diversity in wireless fading channels to improve the communication quality. On the other hand, multiple antennas can also create (virtually) multiple channels to increase the system throughput. For the downlink broadcast channel employing multiple antennas, it has been shown recently that dirty paper coding (DPC) [1] achieves the capacity [2]. However, the capacity achieving scheme of the downlink multiple-input multiple-output (MIMO) broadcast channel is difficult to derive. In addition, the vector DPC for such a scheme has a high encoding/decoding complexity. Thus, several works resorted to more practical (but suboptimal), space division multiple access (SDMA) based designs. For example, zero-forcing beamforming (ZF-BF) was shown in [3] to achieve the optimal sum rate growth. However, both DPC and ZF schemes require perfect channel state information (CSI) feedback from the users to the base station (BS) to achieve the optimal performance. This may result in high feedback load and is not practical.
In [4, 5], a model was proposed to analyze the sum rate loss due to imperfect (quantized) CSI. In the system considered there, each user quantizes the channel vector to one of the 
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 quantization vectors and feeds back the codebook index to the BS to capture the spatial direction and magnitude of the channel. To reduce the feedback load, orthogonal random beamforming (ORB) [6] can be used. In the ORB, the BS transmits through orthogonal BF vectors to the users, and each user only needs to feedback its received signal-to-interference-plus-noise ratios (SINR) on different orthogonal BF vectors for the purpose of scheduling. In [7], it was shown that the sum rate performance of the ORB exhibits the same growth rate as the DPC and ZF BF based schemes when the number of users is large.

3 Reference Work
There are other works that sought to reduce the feedback load at the scheduling stage. In [8], a threshold is set such that a user does not need to feedback when its CSI is below the threshold. This method reduces the system feedback load without affecting the scheduling performance much. In [9], multiple thresholds are set, and the scheduler utilizes a polling process to select the best feedback threshold from these multiple thresholds to further reduce the aggregate feedback load. This method, however, incurs delay due to the polling process. In [10], another scheme was proposed to reduce the feedback load of ZF BF systems through a two-stage feedback. In the first stage, each user feeds back the coarsely quantized version of its CSI, and thus the BS has some information to schedule the users. The BS then broadcasts to the scheduled users and the scheduled users will feedback finer CSI to achieve good ZF BF performance. The drawback of this scheme is also the delay due to the second stage feedback.
4 Feedback Reduction Algorithm
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              Fig.1 Multi-threshold model                                                     Fig.2 Dynamic feedback scheme       
A method of feedback load reduction in multi-user MIMO System comprises a two stages multi-threshold dynamic feedback scheme, which is shown in Fig.2.
· Stage1: The BS periodically broadcasts channel statistics and user distribution related information to all MSs.
· Stage2: The multi-thresholds model can be established according to the channel statistics and user distribution            
              information either broadcasted from the BS, or observed by the MS itself. 
· Stage3: The MS can autonomously and dynamically determine the number of bits used for feeding back its own   
              SINR/SNR according to the multi-thresholds.
· Stage4: Channel statistics and user distribution related information are used in determining the thresholds and   
              minimizing the average number of feedback bits.
· Stage5: The MS feedback CSI to BS.
4.1 Examples and Numerical Results
Considering the MU-MIMO system, the BS is equipped with M antennas and there are K receivers each having single receive antenna. According to the orthogonal random beamforming (ORB) strategy for multiuser transmission, the BS uses a pre-coding matrix
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,i = 1. 2….M, are random orthogonal vectors generated from isotropic distribution [6].  According to the above multi-thresholds feedback scheme, the multi-threshold feedback scheme can be implemented using maximum sum rate algorithm. There are many ways to partition regions. An example of region setting is as follows.
· Let 
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, be the order statistics of i.i.d. continuous random variables
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, with the common PDF in decreasing order, i.e.,  
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  When user k has on its i-th direction
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, the probability that user k's SINR on the i-th direction is ranked the p-th among all the users is
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Where the
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 is the CDF function of random variable SINR
For example, the probability that user k has the highest SINR among all the users on the i-th direction is given by                   
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With
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, user k can infer its most possible rank among the users on the i-th direction as
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To this end, the regions are defined in (1) such that in region j,
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, j=1, 2…, N. The corresponding thresholds
[image: image18.wmf],

,1,2

thj

rjN

=

L

, can thus be determined. Note that all the thresholds can be computed off-line as long as the number of users and the fading statistics are known. The values of the thresholds can be updated periodically according to the system configuration. In the following, we show the numerical results comparing the sum rate performance of different types of feedback schemes.  

The type-I scheme is multi-threshold scheme. If the user's SINR value exceeds the 
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 and belongs to region j, it will feedback 
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bits. In the low SINR region, i.e. SINR < 
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 , the user does not feedback CSI because the user may experience deep fading channel or high interference. Therefore, the scheduler seldom selects this user to transmit signal. The type-II scheme has one threshold and emphases the resolution of high SINR region due to maximum sum rate scheduling algorithm. If the SINR exceeds the
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bits to the BS to quantize the SINR value.  The type-III scheme is the traditional feedback scheme (no thresholds), no matter what the SINR value is, the user quantizes it by 
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 bits.  Finally, the type-IV scheme is a one-threshold special case proposed in [8], where the user uses 
[image: image25.wmf]q

b

 bits to quantize the region 
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 when it SINR value exceeds
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. The average feedback loads for K users in different kind of schemes are summarized in the Table I.
[image: image28.emf]
In Fig.3 and Fig.4, the type-I scheme not only has better sum rate performance than others but also reduces a large amount of feedback load when the active user is large. However, the total feedback bits per user are fair among these schemes. For the fair comparison between these types, per user feedback bits is constrained in 
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 for these schemes to evaluate the sum rate performance. In Fig.5, it shows that the type-I scheme has better performance than other schemes under the same feedback bits condition. Thus, the type-I feedback scheme is more efficient way to reduce feedback load.
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Fig. 3. Sum rate versus the number of user for different type feedback schemes (M=4, N=4, K=100)

[image: image31.emf]0 10 20 30 40 50 60 70 80 90 100

0

50

100

150

200

250

300

Number of user

Total feedback bits

 

 

Type-I (b

q

=3, b

r

=2)

Type-III (b

q

=3)

Type-II  (b

q

=3)

Type-IV (b

q

=3)


Fig. 4. Feedback load versus the number of user for different type feedback scheme    (M=4,N=4,K=100).             
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Fig.5.Compare sum rate performance for the different type feedback schemes in equal feedback load condition (M=4,N=4,K=100).  
5 Feedback in Support of DL MU-MIMO
The multi-threshold feedback reduction scheme is based on the channel statistics and user distribution information. Due to the BS periodically broadcasts channel statistics and user distribution related information to all MSs, the information may include in BCH to make the feedback reduction scheme work. The above partition method in section 4.1 is the special case to implement such scheme through the maximum sum rate algorithm. The others scheduling algorithm can be also applied through the architecture in Fig.2. 
In Rel-8, the UEs report CQI/PMI to the BS and the BS use this kind of feedback information to schedule users and adjust MCS. However, the Rel-8 feedback the CQI using four bits to represent MCS index rather than quantized SINR information. To apply the feedback reduction scheme, the UE should make the different mapping between the SINR and MCS. Thus, the proposed feedback reduction scheme can be supported in single-cell SU-MIMO and MU-MIMO to reduce the feedback load.
As we know, the UEs feedback MCS index maybe not precisely enough to catch the CSI and interference term. In order to manager the interference in single-cell MU-MIMO or multi-cell CoMP, the feedback information needs to be more precisely. The quantized SINR maybe is the good choice to do the interference management rather than MCS. If the quantized SINR represent the CQI, the reduction feedback scheme can be used to reduce feedback load. Thus, the MCS should be determined in BS rather than UE.
6 Conclusions
In this contribution we propose the MU-MIMO feedback reduction scheme. The UE can use the channel statistics and user distribution which periodically broadcast by the BS to establish the multi-threshold scheme for the purpose of reducing feedback load. The feedback reduction scheme can be supported in single SU-MIMO and MU-MIMO.
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