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1. Introduction

As the next step in the specification of CoMP for LTE-A, a common framework needs to be defined to support CoMP along with single point schemes. Further we believe, the following goals should be kept in mind for feedback design for CoMP
Universal Feedback
Universal feedback definitions enable eNBs to dynamically switch between different MIMO modes like SU/MU and to further enable CoMP transmission through interference avoidance or joint transmission in a UE agnostic manner.  They give maximum flexibility to the eNB schedulers to optimize performance under different user channel conditions and network conditions. Individually optimized feedback configurations for different hypothesis like MIMO modes, MIMO transmission rank, CoMP transmission sets, require some UE knowledge of the transmission hypothesis. Depending on the transmission mode, the feedback may have to be based on channel from each UE to potentially all the cells in the measurement set. Semi-static configuration of feedback modes could result in scheduling constraints in individual cells over a period of time, limiting CoMP gains and application.
Scalable Feedback
Scalable feedback has the advantage of enabling incremental feedback as needed, while allowing fallback to the simpler transmission modes.

Explicit Feedback
For MU/CoMP techniques, UE typically does not have access to the required information for all scheduling hypotheses and UE feedback is often significantly suboptimal (For example, MU operation in Release-8).

Implicit feedback configuration based on a particular hypothesis may suboptimal in such cases, and explicit feedback of channel information enables eNB scheduler maximum flexibility.
In this contribution, we discuss CoMP operation framework with spatial covariance feedback and the scheduling algorithms that enable dynamic SU/MU switching and coordinated beamforming. The performance is  evaluated to quantify the improvement over single-point SU and MU operations.    
2. CoMP System Operation Framework
Based on the discussion so far, the following understanding of CoMP operation steps may be agreed upon, which are reflected in our simulation with further details given below:
· UE autonomously reports a candidate set of interference cells (“dominant interference cells”) based on existing RRM measurement (e.g., RSRP). A typical mechanism is to have eNB broadcast a threshold value and UE reports all cells whose RSRP difference relative to that of the serving cell is within the threshold. Note that, rather than using a fixed eNB clustering based on geometry of cell layout, a user-specific dynamic formation of coordinating and transmission points might be more appropriate given the random shadowing seen at each UE and the irregular cell layout in practice.
· In our study, a threshold of 10 dB is used. 
· eNB may request the UE to make certain CoMP feedback to the full or a subset of the “dominant” interference cells defined as above based on the threshold.   
· In our study, all the dominant interference cells are used 
· Based on CoMP feedback, CoMP coordinating set makes coordinated scheduling decisions either in a centralized or distributed fashion. Typically, all the cells in CoMP measurement set can be included in the CoMP coordinating set of a UE. Otherwise, if the CoMP feedback for a particular cell in the measurement set is not used for coordination, it seems counter-intuitive to the operation that eNB requests CoMP feedback to that cell.  A complete set of scheduling decision include:

· CoMP category (Joint Transmission or Coordinated Beamforming) if not fixed
· In the simulation results reported in this contribution, we assume coordinated beamforming 

· CoMP transmission points within the CoMP coordinating set 
· UE pairing/grouping
· Link adaptation parameters of each individual link involved (precoding weights, rank, MCS, etc.). 
Also relevant to the performance evaluation is the backhaul assumption that could be included in feedback impairment modeling. 
· For evaluation purpose, we think the first focus should be on feedback definition and associated impairment/overhead modeling, as well as on how the schedulers make semi-static or dynamic decisions based on such feedback. In this contribution, we focus on SCF-based coordinated beamforming, especially the scheduler to be described later that may be implemented in a centralized or distributed fashion (the later may impose certain scheduling restrictions).
· It is assumed that a serving cell communicates via backhaul with all other coordinating cells to pass along CoMP measurement of channels from UEs belonging to the serving cell to other coordinating cells. Alternatively, UEs may have direct means of feedback to non-serving cells. As a first-phase study, feedback impairments and backhaul impairments/delays are not modeled and hence the result here may be considered an upper bound.
· After the scheduling decisions, UE decodes PDSCH based on user-specific RS. 
· For evaluation purpose, we could discuss the non-ideal elements to be modeled (e.g., DRS-based channel estimation error during demodulation, mismatched MCS due to CQI error, etc.). The modeling of these impairments could be based on the currently agreed DRS density and CQI reporting mechanism. For the results reported here, ideal CQI is assumed for MCS determination.
3. CoMP Feedback and Scheduler
Algorithms for dynamic cell clustering and UE grouping merit particular attention. Simulation in the context of Rel8 LTE is more limited to a per cell basis. Fairness and other optimization criterion are defined within the context of a single-cell, which can be reproduced among the cells in the layout. However, a simulation framework for evaluating performance gains with CoMP is different due to cell and UE grouping. It should be noted that the scheduler decision in one cell or a group of cells intertwines with decision made by another cell or group of cells. Sum throughout as predicted by a hypothetical user grouping or eNB grouping is a decision factor in the scheduler, as shown later. 
Clearly, the key here for CoMP evaluation is the feedback assumption and what the coordination scheduling algorithm will do with the feedback. We use an example of spatial correlation feedback as proposed in [2] to explain CoMP evaluation process.
Denoting the spatial correlation matrix observed by UE-i and eNB-j as 
[image: image1.wmf]j

i

R

, which can be accumulated in one or more subframe, over the entire band or a sub-band, all according to serving eNB’s configuration. Considering the following correlation metric
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where S is a set of subcarriers, corresponding to a sub-band (including the special case of a single sub-carrier),  the whole transmission band, or a single component carrier in the case of spectrum aggregation.  “R” is an instantaneous correlation estimated based on an instantaneous channel estimated from CSI-RS in a subframe. If accumulated over a long period of time, it eventually converges to statistical correlation.

[image: image3.emf]UE1

UE2

UE3

eNB1

eNB2

eNB3

eNB4

eNB5

eNB6

6

1

R

UE5

B_3 = {1 2 3}

A_3 = {1 3 5}


Figure 1. CoMP operation based on spatial correlation feedback 

In CoMP operation, for a UE that sees significant interference from other cells (e.g., within a predefined RSRP gap to that of the serving cell), the UE can report the RSRP of those interference cells to the serving cell. The serving cell can further request the feedback of “R” for up to “X” interfering cells. In the example of Figure 1, for UE1, there are four cells (eNB 1,2,3,6) within a predefined RSRP threshold of its serving cell eNB1. UE1 may be instructed to report
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. These correlation matrices are assumed to be sent back to the serving cell eNB1 which further sends 
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to eNB2, eNB3, and eNB6, respectively, via backhaul. Similarly, assume UE2 reports 
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and UE3 reports 
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Let us consider the example of a coordinating set with 3 neighboring eNBs 1, 2 and 3 serving UEs 1, 2 and 3, respectively. In the case of coordinated scheduling/beamforming (CS/CB), eNB1 needs to know if its transmission to UE1 is in the same subframe as when UEs 2, 3 are served by their serving cells. Such a scheduling coordination may be obtained by coordinating with eNBs 2 and 3. If co-scheduled, eNB1 will derive its precoding weights based on some principle such as maximizing the ratio between the signal power received by UE1 and the interference power that eNB1 leaks to other UEs (i.e., signal to leakage plus noise ratio or SLNR). The reason for the use of such a criterion to determine precoding weights will be explained later. eNB1 obtains the knowledge of 
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from UE2 via backhaul from eNB2, and 
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 from UE3 via backhaul from eNB3. 

The sum capacity after coordinated beamforming among eNBs 1, 2 and 3 can be approximated as, where 
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where 
[image: image25.wmf]123
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are the precoding matrices at respective eNBs, 
[image: image26.wmf]  

123

,,

ooo

NNN

are the per-antenna average “residual” interference and noise powers observed at UEs 1, 2 and 3 respectively, i.e., excluding the received power from cells in the set of transmission points. Clearly the maximization of the above metric requires solving 
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Since each term in the sum-capacity equation depends on precoding matrices at all eNBs, the solution to 
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 does not have a closed form. Alternatively, a suboptimal approach is to use a SLNR based approach using the following steps. SLNR criteria leads to a closed form solution that can be derived at each eNB independently, hence it is also more suitable to a distributed type of scheduling. In fact, SLNR solution is optimal under the zero cross-interference principle for SP-MU schemes [4]. It can be shown to be co-linear with the regularized ZFBF and MMSE-BF solution in a flat-fading channel [5].
Step 1: Select a candidate group of UEs 
[image: image29.wmf](1,2,3)

 each of which has measured and fed back three spatial covariance matrices corresponding to eNB1-3 
Step 2: For each such group of UEs, the modified SLNR assuming transmission to UE-1 in cell-1 can be written as (similar expressions for other cells)
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where α is a regulation factor.  In the above equation, 
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denotes interference observed at user-2, after excluding received power from its serving cell-2 and interference from cell-1 (i.e., cell of interest here that is computing beamforming matrices). The R’s are weighted by the observed interference and noise power in the denominator term (i.e., 
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) to avoid interference cancellation to victim UEs that have significant other source of interference/noise that can not be reduced via coordination between cell-1 and the serving cell of the victim UE.
The precoding matrix at cell 1 may be obtained as
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where 
[image: image35.wmf]()
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is a function that obtains Eigen vectors corresponding to the largest L Eigen values of the input matrix M and L is the transmission rank to the UE.
Step 3: Calculate 
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in a similar fashion. Obtain the 
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 as in expression (1.2)

 for this group of UEs using the determined precoding matrices in step 2. 
Step 4: Compute 
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for other possible candidate group of UEs. Choose the UE group with the best sum rate.
Clearly, the above solution is described as an example specifically for a cluster of three coordinating eNBs. We generalize it in the next section to a system-wide iterative solution, which also includes mode selection within each cell. A mode is referred to as a MIMO transmission mode that includes SU/MU selection, number of users (in case of MU), and transmission rank to each user. Ideally the scheduler should treat single-point SU/MU modes as a special case of CoMP when the schedulers collectively decide that no special attention/coordination (e.g., coordination on UE grouping and precoding) is needed. 
A decision based on 
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can be made by a centralized algorithm that has access to the beamforming matrices at participating cells. However, without going to a true global decision-making algorithm, an iterative and distributed scheduler implementation with exchange of certain information may also be possible, as described in the next section. The performance may depend on the delays and robustness of such exchange. However, coordinated beamforming may be robust to such impairments.

3.1. Iterative Scheduler

In the initialization step, scheduler determines the SU/MU-MIMO mode and the corresponding precoding matrices assuming no coordination. For example, this could be based on maximizing the predicted sum rate as described later or in [6]. At each subsequent iteration, the set of UEs selected in the previous iteration are treated as tentative UEs. 
Further let us define the following sets, as illustrated in the Figure 1.
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- CoMP Measurement set of UE-
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(i.e., set of cells whose RSRP is within a threshold to serving cell RSRP as seen by UE 
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- Set of UEs that have cell-k in their measurement set (could be obtained by network exchange and updates). Let us refer to it as ‘Victim UE Set from cell-k’.

At iteration-
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in cell-k, the SLNR criterion applied for a user 
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 in cell-k can be written as (based on the hypothesis of a SU mode – i.e., cell-k is serving a single UE)
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where 
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is, at iteration 
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, the victim UE set of cell-k, i.e., the set of tentative UEs not served by cell-
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but receive significant interference from it. Cell-k obtains the information of this victim set and the corresponding spatial feedback reports from their respective serving cells. 
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is the post-CoMP interference seen at the UE 
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from cells in its measurement set, excluding cell 
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 and its own serving cell. 
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is computed by the schedulers, rather than measured at UEs, and it can be obtained as follows 
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where
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 denotes the CoMP measurement set of UE-j excluding cell-k  and its own serving cell 
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is the interference and thermal noise power that is not included in measurement set. The solution of (1.6)

 is given as: 
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A cell may also serve more than one UE in MU mode. In this case, the above SLNR metric can be generalized to multiple users, where for each user in a hypothesized user pair
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 (or a set larger than two WLOG), SLNR is defined for each UE as
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and 
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The user group and MIMO mode chosen is based on maximizing a cost metric that is maintained locally at each eNB. The cost metric is associated with the selection of users 
[image: image63.wmf]k
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in cell-k. For example, this cost metric can be the sum throughout of its own users, as well as the throughout change for other coordinating cells (i.e., serving cells of the victim UEs from cell-k) due to the coordinated beamforming effort made by cell-k   
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where 
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 is the rate metric for cell-k, which may be approximated as 
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and 
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is the change in rate in serving cell 
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corresponding to UE 
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The iterations are conducted from cell to cell in each sweep (iteration).
Clearly, user selection and precoding selection updates within the cell require exchanging spatial feedback information and interference measurements between cells. In practice, such exchange may be done over time, given that channel covariance information is robust to channel variation. Further, it is also possible to include feedback updates as part of the above algorithm. Certain level of co-scheduling of users in neighboring cells is also necessary to obtain ‘predictable’ interference situations.
In the case of joint transmission (JT), eNB1 has to know which other cells are capable of coordinating (i.e., eNBs that are prepared with the same content intended for UE1 via backhaul). Moreover, eNB1 may request additional feedback corresponding to a “global” transmit spatial correlation matrix. If two or more users belonging to two or more different cells are served simultaneously in JT, that decision will likely come from a joint/centralized scheduler. Given that JT and CS/CB have very different requirement on backhaul, scheduler, and feedback, a decision between JT and CS/CB may likely be made in a predetermined manner, instead of dynamically switching between them based on the same set of feedback.  Another possibility is that a cluster of cells with ‘connected’ transmitters may decide to perform JT, and then CoBF may be performed between such clusters using similar algorithms.
4. Performance Results

The system simulations are performed over a 19 site/57 cells with wrap around and 3GPP Case 3 with SCM. The iterative algorithm for coordinated beamforming described above is used in CoBF-enabled simulation modes.  Additional simulation parameters and modeling assumptions are provided in the appendix. Wideband precoding and feedback is assumed with ideal CQI (i.e., post-CoBF CQI is known at eNB).
	Simulation Mode
	Mean SE (bps/Hz/cell)
	10% Cell Edge user SE 

	SU Rank 1 (PMI)
	2.19
	0.07

	SU Rank 1 (SCF)
	2.28
	0.07

	SU Rank 1+ CoBF Rank 1 (SCF)
	2.59
	0.09

	SU Rank 1/2 (PMI)
	2.31
	0.07

	SU Rank 1/2 (SCF)
	2.58
	0.07

	SU Rank 1/2+ CoBF (SCF)
	2.95
	0.08

	SU/MU PMI (Adaptive  SU/MU)
	2.80
	0.07

	SU/MU (SCF)
	3.30
	0.10

	SU/MU+CoBF(SCF)
	3.70
	0.10

	8x2 SU Rank 1 (SCF)
	2.56
	0.10

	8x2 SU Rank1 + CoBF (SCF)
	2.88
	0.12

	8x2 SU  Rank 1/2 (SCF)
	3.17
	0.08

	8x2 SU Rank 1/2 + CoBF (SCF)
	3.67
	0.10

	8x2 SU/MU (SCF)
	4.04
	0.15

	8x2 SU/MU + CoBF (SCF)
	4.53
	0.15


Table 1 –Spectral Efficiency for 4x2, 8x2 Ant Configurations, Tx Spacing = 
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l


The PMI modes are simulated based on Release 8 assumptions and with the corresponding codebooks, and CoBF is simulated with SCF based feedback. SU and MU are semi-statically configured in Rel-8, but our “SU/MU PMI” mode assumes dynamic adaptation of SU/MU. The corresponding throughout result is used as a reference to represent best possible Rel-8 performance (i.e., with adaptive SU/MU switch and ideal CQI). Another more conservative reference for Rel-8 baseline performance is that corresponds to “SU Rank 1/2 PMI”. We can see:

· For 4x2, a 32% improvement in average spectral efficiency is observed with SCF-based SU+MU+CoBF versus SU+MU with Rel8 PMI. 
· Using eight antenna ports further improves performance for all modes. For example, the gain of 8x2 to 4x2 is over 22% under SCF-based SU+MU+CoBF.

· Under SU restriction, SCF-based SU+CoBF improves SU performance by 28% compared to Release-8 PMI-based SU. 
· Comparing rows 5, 8 and 9, SCF-based SU/MU improves performance over SCF-based SU by 28%, and CoBF further improves performance by and additional 12% over MU.
The transmission mode selection probability is plotted below for the simulated modes. Looking at SU restricted modes based on SCF, CoBF increases rank 2 selection probability from 58 to 65%. However, rank 2 selection is considerably improved with SCF compared to PMI modes currently supported in Release-8 (e.g., from 22% with PMI-based SU to 58% with SCF-based SU). This is due to the fact that SCF-based precoding can mitigate inter-UE interference much better. With CoBF further enabled on top of SU/MU, rank 2 selection probability is improved further as well. This is expected since interference avoidance allows selection of rank 2 more often.
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Figure 2 – Mode Selection Probability for different modes
5. CoMP Evaluation: Impairment and overhead Modeling 

The above example of CoMP operation was described in the context of spatial correlation feedback. However, a similar operation can be readily envisioned for the case of channel response feedback by replacing the spatial correlation matrix “R” with the instantaneous channel “H”. Assuming the availability of the “H” for the entire band based on sounding or even feedback, a similar max-SLNR based coordinated beamforming strategy can be applied on a per-subcarrier or per-subband basis (similar to subband correlation feedback in this case). When applied on a per subcarrier basis or to a flat fading case, SLNR criterion is equivalent to Zero-forcing beamforming for MU [5].
An evaluation of different feedback and reporting mechanisms should take into account the feedback overhead, the method of modeling the error introduced by the associated feedback mechanism, and the feedback vs performance trade-off. Given different feedback metrics will have different levels of associated overhead, it is useful to define a unified framework to assess performance vs. overhead tradeoff (e.g., throughout vs. overhead). Feedback overhead may be quantified from the perspective of system impact in terms of the physical resource elements occupied by the feedback content (e.g., one RB for 12 users in Rel-8 PUCCH), or from the perspective of user impact in terms of the amount of transmitted energy to be used by a UE.  A reasonable target for both system and user impact should be discussed. One approach is to define UL overhead for feedback as a fixed percentage of the UL capacity/throughput of a user. A target of 10-20% seems reasonable.
As to feedback impairment modeling, there may be three types of error to be considered:

· Measurement error at UE: We may introduce a method to model channel estimation error due to CSI-RS quality and interference. Then the channel estimation error can map to distortion in the feedback metric, for example the distortion on true correlation coefficients in the case of spatial correlation feedback.

· Feedback quantization error: PMI can be deemed as a vector quantization error. All feedback process that involves quantization of analog values (e.g., coefficient of channel response or channel correlation) will have quantization error which can be modeled.

· Feedback channel-induced error. UL propagation error due to UL transmission power limitation and interference can also be modeled.
6. Additional Results for ITU Scenarios

	Simulation Mode
	Gain (%) in Mean SE (bps/Hz/cell)
	Gain (%) in 5% Cell Edge user SE 

	UMi: Compared to Rel 8 SU
	45 %
	55 %

	UMi: Compared to SU+MU with R
	14.5%
	10%

	
	
	

	UMa: Compared to Rel 8 SU
	42 %
	60%

	UMa: Compared to SU+MU with R
	15.6%
	10%


Table 2 – Performance in ITU Scenarios: Relative Gain of CoBF
The results in the table above are based on the supported MCS as opposed to the constrained rate metric used in the previous results. However ideal post-MU/CoMP MCS is assumed known and good-put is used based on 10% FER. We expect some degradation when non-ideal CQI and HARQ modeling are also included. 
7. Conclusions
In this contribution, we discussed a CoMP operation framework and described an algorithm for CoMP operation based on spatial correlation feedback, with details on feedback metrics and scheduling/precoding algorithms based on such feedback. We also reported performance results for SCF-based SU/MU with Coordinated Beamforming, in comparison with Rel8 PMI based SU/MU operation. For 4x2, a 32% improvement in average spectral efficiency is observed with SCF-based SU+MU+CoBF versus SU+MU with Rel8 PMI. Using eight antenna ports further improves performance for all modes. For example, the gain of 8x2 to 4x2 is over 22% under SCF-based SU+MU+CoBF. Further CoBF as a multi-point technique can improve performance over the single point MU operations by 10-15%. The gain could be much higher with heterogeneous networks, harsher interference scenarios, which need further study.  Similar gains were seen in both 3GPP and ITU scenarios.
In order to compare different CoMP schemes, we suggest to clearly identify proposals based on the following aspects: 
· feedback metrics with details on how they are used in the scheduler and in the CoMP algorithms, including details of dynamic mode switching, precoding selection, rank selection etc..
· the associated feedback transmission mechanisms for assessing performance-overhead tradeoff and feedback impairments.
· the applicability of universal and scalable feedback aspects to such feedback metrics. Specifically it is important to capture how the feedback metric needs to be modified for different MIMO and CoMP modes.
A clear understanding of these aspects helps us to avoid a bottom-up design that may be too focused on single-point schemes and does not enable CoMP operation with realizable gains. 
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A. Simulation Models and Parameters

	Parameter
	Value

	Channel Model
	3GPP Case 3 with 3D antenna pattern per TR36.814

	Antenna Configuration
	Tx: ULA, 0.5 lambda ; Rx: ULA, 0.5 lambda

	Duplex method 
	FDD

	Scheduler
	Proportional fair and non-frequency selective scheduling; Scheduling granularity of one subframe

	Link adaptation
	Ideal CQI

	Channel estimation
	Ideal channel estimation 

	Feedback Impairments
	Wideband Feedback, Reporting period: 4 ms ; Delay: 3 ms

	Rate Metric
	Constrained capacity based on the QPSK,16QAM,64QAM constellations (based on MMIB [3])

	Overhead
	Control channel of 3 symbols; RS for 4 CRS as in Release 8;  Same overhead for all transmission modes. Reduction in RS overhead for LTE-A/MBSFN subframes due to DRS on a maximum of two ports not included in performance gain.

	Mode Switching 
	Based on approximate capacity metrics for each mode for SCF; Based on CQI feedback and sum CQI metrics for PMI based feedback; All metrics adjusted for proportional fairness;

Mode switching is allowed on a subframe basis (in the simulation it was observed that mode changes less often).

	CoMP Scheduler
	Scheduler with per cell iterations; Iterations performed for each subframe; Backhaul latency not modelled

	Traffic Model
	Full Buffer
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